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Preface

adiative forcing is a way to quantify an energy imbalance imposed

on the climate system either externally (e.g., solar energy output or

volcanic emissions) or by human activities (e.g., deliberate land
modification or emissions of greenhouse gases, aerosols, and their precur-
sors). The concept of radiative forcing has been central for guiding climate
research and policy over the past two decades. There are several reasons for
this. It provides a simple yet fundamental index that allows us to look at
how climate change is driven by the energy imbalance of the Earth system.
It is successful in predicting change in global mean surface temperature as
computed from climate models and it, thus, allows quantitative comparison
of the contributions of different agents to climate change. It is easy to
compute and is reproducible across models and therefore offers a conve-
nient common metric on which policy research and recommendations can
be based.

New studies on climate forcing agents not conventionally considered
have, however, raised doubts as to the continued viability of the radiative
forcing concept. For example, the climatic effects from light-absorbing aero-
sols or land-use changes do not lend themselves to quantification using the
traditional radiative forcing concept. Aerosol effects on clouds are difficult
to describe in terms of simple radiative forcing. These challenges have
raised the question of whether the radiative forcing concept has outlived its
usefulness and, if so, what new climate change metrics should be used.

To address these issues, the U.S. Climate Change Science Program
(CCSP) asked the National Academies to undertake a study to evaluate the
current state of knowledge on radiative forcings and to identify relevant

vii
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viii PREFACE

BOX P-1
Statement of Task for the Committee on Radiative Forcing
Effects on Climate

This study will examine the current state of knowledge regarding the direct and
indirect radiative forcing effects of gases, aerosols, land use, and solar variability
on the climate of the Earth’s surface and atmosphere and it will identify research
needed to improve our understanding of these effects. Specifically, this study will:

1. Summarize what is known about the direct and indirect radiative effects
caused by individual forcing agents, including the spatial and temporal scales over
which specific forcing agents may be important;

2. Evaluate techniques (e.g., modeling, laboratory, observations, and field ex-
periments) used to estimate direct and indirect radiative effects of specific forcing
agents;

3. Identify key gaps in the understanding of radiative forcing effects on cli-
mate;

4. ldentify key uncertainties in projections of future radiative forcing effects on
climate;

5. Recommend near- and longer-term research priorities for improving our un-
derstanding and projections of radiative forcing effects on climate.

research needs. In response, the Committee on Radiative Forcing Effects on
Climate was formed. The committee was charged to examine the current
state of knowledge of how gases, aerosols, land use, and solar variability
force the climate system, identify key gaps in understanding, and recom-
mend research priorities (see Box P-1 for the full statement of task). This
report presents the committee’s findings and recommendations.

The committee began its discussions with a good dose of skepticism
about the continued viability of the radiative forcing concept. In the end,
however, one of our major findings is that the concept retains considerable
value. It needs to be expanded to account for the vertical and regional
structure of radiative forcing and also for nonradiative climate forcings. We
propose several new research avenues that should be pursued to accomplish
this expansion. We present an agenda for addressing uncertainties in
forcings and climate effects from conventional and nonconventional agents.
We make specific recommendations for using past climate records to im-
prove our understanding of the relationship of radiative forcing to climate
change and for developing an observational strategy aimed at continuous
monitoring of climate forcing variables for the indefinite future. Finally, we
examine ways to improve the application of radiative and nonradiative
forcing metrics in policy analyses directed at climate change.

Copyright © National Academy of Sciences. All rights reserved.
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The committee met four times over the course of a year to gather
information and to deliberate over findings and recommendations. We
thank the following speakers who shared their knowledge with the commit-
tee: James Anderson, Harvard University; Theodore L. Anderson, Univer-
sity of Washington; Gordon Bonan, National Center for Atmospheric Re-
search; Thomas Crowley, Duke University; Kea Duckenfield, National
Oceanic and Atmospheric Administration (NOAA); Jerry Elwood, Depart-
ment of Energy; David Fahey, NOAA Aeronomy Laboratory; Jay Fein,
National Science Foundation; Peter Gent, National Center for Atmospheric
Research; James Hansen, National Aeronautics and Space Administration
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of Washington; Eugenia Kalnay, University of Maryland; Yoram Kaufman,
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our knowledge of radiative and other climate forcings, their variability, and
their impacts on climate.
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Executive Summary

he Earth receives a continuous influx of energy from the Sun. Some

of this energy is absorbed at the Earth’s surface or by the atmo-

sphere, while some is reflected back to space. At the same time, the
Earth and its atmosphere emit energy to space, resulting in an approximate
balance between energy received and energy lost. Knowledge of the natural
and anthropogenic processes that affect this energy balance is critical for
understanding how Earth’s climate has changed in the past and will change
in the future.

In order to advance understanding of this issue, the U.S. Climate Change
Science Program asked the National Academies to examine the current
state of knowledge of how the energy balance regulating Earth’s climate is
modified by “forcings” including gases and aerosols, land use, and solar
variability and to identify relevant research needs (see Appendix B for the
full statement of task). This report provides the consensus view of the
committee that was formed to undertake the study. In this report, the
committee presents specific recommendations for expanding current radia-
tive forcing concepts and metrics and outlines research priorities for ex-
ploiting these concepts and metrics as tools for climate change research and
policy.

WHAT IS RADIATIVE FORCING?

Factors that drive climate change are usefully separated into forcings
and feedbacks (Figure ES-1). A climate forcing is an energy imbalance
imposed on the climate system either externally or by human activities.

1
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2 RADIATIVE FORCING OF CLIMATE CHANGE
NATURAL FORCING AGENTS
PROCESSES + Emissions of greenhouse gases and precursors, aerosols and
Sun, orbit, volcanoes precursors, and biogeochemically active gases
* Solar irradiance and insolation changes
* Land-cover changes
HUMAN | v y
ACTIVITIES Noradiat \
onraaiative
- Fuel usage Forcing CHANGE IN CLIMATE
* Industrial practices SYSTEM COMPONENTS
* Agricultural practices 7| * Atmospheric lapse rate <
* Atmospheric composition
T Direct * Evapotranspiration flux
Radiative !
Forcing Indirect
Societal Radiative
Impacts i Forcing Feedbacks
\4 v

‘ CLIMATE RESPONSE

Temperature, precipitation, vegetation, etc.

FIGURE ES-1 Conceptual framework of climate forcing, response, and feedbacks
under present-day climate conditions. Examples of human activities, forcing agents,
climate system components, and variables that can be involved in climate response
are provided in the lists in each box.

Examples include changes in solar energy output, volcanic emissions, delib-
erate land modification, or anthropogenic emissions of greenhouse gases,
aerosols, and their precursors. A climate feedback is an internal climate
process that amplifies or dampens the climate response to a specific forcing.
An example is the increase in atmospheric water vapor that is triggered by
an initial warming due to rising carbon dioxide (CO,) concentrations, which
then acts to amplify the warming through the greenhouse properties of
water vapor. Climate forcings are usefully subdivided into direct radiative
forcings, indirect radiative forcings, and nonradiative forcings. Direct ra-
diative forcings directly affect the radiative budget of the Earth; for ex-
ample, added CO, absorbs and emits infrared (IR) radiation. Indirect ra-
diative forcings create an energy imbalance by first altering climate system
components (e.g., precipitation efficiency of clouds), which then lead to
changes in radiative fluxes; an example is the effect of solar variability on
stratospheric ozone. Nonradiative forcings create an energy imbalance that
does not directly involve radiation; an example is the increasing evapo-
transpiration flux resulting from agricultural irrigation.

Studies of long-term changes in climate have emphasized global mean
surface temperature as the primary index for climate change. The concept
of “radiative forcing” provides a way to quantify and compare the contri-
butions of different agents that affect surface temperature. Radiative forc-

Copyright © National Academy of Sciences. All rights reserved.
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EXECUTIVE SUMMARY 3

ing traditionally has been defined as the instantaneous change in energy
flux at the tropopause resulting from a change in a component external to
the climate system. Many current applications use an “adjusted” radiative
forcing in which the stratosphere is allowed to relax to thermal steady state,
thus focusing on the energy imbalance in the Earth and troposphere system,
which is most relevant to surface temperature change. Once the strato-
sphere has been allowed to adjust to a forcing, the change in energy flux at
the tropopause is equivalent to that at the top of the atmosphere (TOA),
which is how radiative forcings are commonly reported.

Figure ES-2 shows the magnitude of several important forcings as esti-

3
{ Halocarbons
2 EE=INO Aerosols =
A
L CH, P = 1
g carbon from
i GO ; fossil _ iz 1
3 ropospheric fuel Mineral Aviation-induced
= | ozone burning Dust o Solar |
Contrails Cirrus I—h
0 il =

= Stratospherlc Orgamc a4

Radiative forcing (Watts per square metre)

2 OIS cfe;gbn(')n Biomass A I L‘S‘Qg'
-1 Sulphate burnin €eroso
8 : foss | indirect (albedo)
L fuel effect only
burning
-2 B

High Medium Medium Low Very  Very Very Very Very Very Very Very
Low Low Low Low Low Low Low Low

Level of Scientific Understanding

FIGURE ES-2 Estimated radiative forcing since preindustrial times for the Earth
and troposphere system (TOA radiative forcing with adjusted stratospheric temper-
atures). The height of the rectangular bar denotes a central or best estimate of the
forcing, while each vertical line is an estimate of the uncertainty range associated
with the forcing, guided by the spread in the published record and physical under-
standing, and with no statistical connotation. Each forcing agent is associated with
a level of scientific understanding, which is based on an assessment of the nature of
assumptions involved, the uncertainties prevailing about the processes that govern
the forcing, and the resulting confidence in the numerical values of the estimate. On
the vertical axis, the direction of expected surface temperature change due to each
radiative forcing is indicated by the labels “warming” and “cooling.” SOURCE:
IPCC (2001).
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4 RADIATIVE FORCING OF CLIMATE CHANGE

mated in the most recent synthesis report of the Intergovernmental Panel on
Climate Change (IPCC, 2001). The largest positive forcing (warming) in
Figure ES-2 is from the increase of well-mixed greenhouse gases (CO,,
nitrous oxide [N,0], methane [CH,], and chlorofluorocarbons [CFCs])
and amounted to 2.4 W m=2 (watts per square meter) between the years
1750 and 2000. Of the forcings shown in the figure, the radiative impact of
aerosols is the greatest uncertainty.

The radiative forcing concept has been used extensively in the climate
research literature over the past few decades and has also become a stan-
dard tool for policy analysis endorsed by the Intergovernmental Panel on
Climate Change. For a wide range of forcings, there is a nearly linear
relationship between the TOA radiative forcing and the resulting equilib-
rium response of global mean surface temperature as simulated in general
circulation models. This allows quantitative and expedient comparison of
the effects of different forcings in the past and of various possible future
forcing scenarios. TOA radiative forcing is relatively easy to compute, gen-
erally robust across models, straightforward to use in policy applications,
directly observable from space, and also inferable from observed changes in
ocean heat content. It provides an extremely useful metric for climate change
research and policy.

EXPANDING THE RADIATIVE FORCING CONCEPT

Despite all these advantages, the traditional global mean TOA radiative
forcing concept has some important limitations, which have come increas-
ingly to light over the past decade. The concept is inadequate for some
forcing agents, such as absorbing aerosols and land-use changes, that may
have regional climate impacts much greater than would be predicted from
TOA radiative forcing. Also, it diagnoses only one measure of climate
change—global mean surface temperature response—while offering little
information on regional climate change or precipitation. These limitations
can be addressed by expanding the radiative forcing concept and through
the introduction of additional forcing metrics. In particular, the concept
needs to be extended to account for (1) the vertical structure of radiative
forcing, (2) regional variability in radiative forcing, and (3) nonradiative
forcing. A new metric to account for the vertical structure of radiative
forcing is recommended below. Understanding of regional and nonradiative
forcings is too premature to recommend specific metrics at this time. In-
stead, the committee identifies specific research needs to improve quantifi-
cation and understanding of these forcings.
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EXECUTIVE SUMMARY 5

Account for the Vertical Structure of Radiative Forcing

The relationship between TOA radiative forcing and surface tempera-
ture is affected by the vertical distribution of radiative forcing within the
atmosphere. This effect is dramatic for absorbing aerosols such as black
carbon, which may have little TOA forcing but greatly reduce solar radia-
tion reaching the surface. It can also be important for land-use driven
changes in the evapotranspiration flux at the surface, which change the
energy deposited in the atmosphere without necessarily affecting the sur-
face radiative flux. These effects can be addressed by considering surface as
well as TOA radiative forcing as a metric of energy imbalance. The net
radiative forcing of the atmosphere can be deduced from the difference
between TOA and surface radiative forcing and may be able to provide
information on expected changes in precipitation and vertical mixing. Adop-
tion of surface radiative forcing as a new metric will require research to test
the ability of climate models to reproduce the observed vertical distribution
of forcing (e.g., from aircraft campaigns) and to investigate the response of
climate to the vertical structure of the radiative forcing.

PRIORITY RECOMMENDATIONS:

% Test and improve the ability of climate models to reproduce the
observed vertical structure of forcing for a variety of locations and forcing
conditions.

% Undertake research to characterize the dependence of climate re-
sponse on the vertical structure of radiative forcing.

% Report global mean radiative forcing at both the surface and the
top of the atmosphere in climate change assessments.

Determine the Importance of Regional Variation in Radiative Forcing

Regional variations in radiative forcing may have important regional
and global climatic implications that are not resolved by the concept of
global mean radiative forcing. Tropospheric aerosols and landscape changes
have particularly heterogeneous forcings. To date, there have been only
limited studies of regional radiative forcing and response. Indeed, it is not
clear how best to diagnose a regional forcing and response in the observa-
tional record; regional forcings can lead to global climate responses, while
global forcings can be associated with regional climate responses. Regional
diabatic heating can also cause atmospheric teleconnections that influence
regional climate thousands of kilometers away from the point of forcing.
Improving societally relevant projections of regional climate impacts will
require a better understanding of the magnitudes of regional forcings and
the associated climate responses.
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PRIORITY RECOMMENDATIONS:

% Use climate records to investigate relationships between regional
radiative forcing (e.g., land-use or aerosol changes) and climate response in
the same region, other regions, and globally.

% Quantify and compare climate responses from regional radiative
forcings in different climate models and on different timescales (e.g., sea-
sonal, interannual), and report results in climate change assessments.

Determine the Importance of Nonradiative Forcings

Several types of forcings—most notably aerosols, land-use and land-
cover change, and modifications to biogeochemistry—impact the climate
system in nonradiative ways, in particular by modifying the hydrological
cycle and vegetation dynamics. Aerosols exert a forcing on the hydrological
cycle by modifying cloud condensation nuclei, ice nuclei, precipitation effi-
ciency, and the ratio between solar direct and diffuse radiation received.
Other nonradiative forcings modify the biological components of the cli-
mate system by changing the fluxes of trace gases and heat between vegeta-
tion, soils, and the atmosphere and by modifying the amount and types of
vegetation. No metrics for quantifying such nonradiative forcings have
been accepted. Nonradiative forcings have eventual radiative impacts, so
one option would be to quantify these radiative impacts. However, this
approach may not convey appropriately the impacts of nonradiative forcings
on societally relevant climate variables such as precipitation or ecosystem
function. Any new metrics must also be able to characterize the regional
structure in nonradiative forcing and climate response.

PRIORITY RECOMMENDATIONS:

% Improve understanding and parameterizations of aerosol-cloud
thermodynamic interactions and land-atmosphere interactions in climate
models in order to quantify the impacts of these nonradiative forcings on
both regional and global scales.

% Develop improved land-use and land-cover classifications at high
resolution for the past and present, as well as scenarios for the future.

Provide Improved Guidance to the Policy Community

The radiative forcing concept is used extensively to inform climate
policy discussions, in particular to compare the relative impacts of forcing
agents. For example, integrated assessment models use radiative forcing as
input to simple climate models, which are linked with socioeconomic mod-
els that predict economic damages from climate impacts and costs of vari-
ous response strategies. The simplified climate models generally focus on
global mean surface temperature, ignoring regional temperature changes
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and other societally relevant aspects of climate, such as rainfall or sea level.
Incorporating these complexities is evidently needed in policy analysis. It is
important to communicate the expanded forcing concepts as described in
this report to the policy community and to develop the tools that will make
their application useful in a policy context.

PRIORITY RECOMMENDATION:

% Encourage policy analysts and integrated assessment modelers to
move beyond simple climate models based entirely on global mean TOA
radiative forcing and incorporate new global and regional radiative and
nonradiative forcing metrics as they become available.

ADDRESSING KEY UNCERTAINTIES

The radiative forcing since preindustrial times by well-mixed green-
house gases is well understood. However, there are major gaps in under-
standing of the other forcings, as well as of the link between forcings and
climate response. Error bars remain large for current estimates of radiative
forcing by ozone, and are even larger for estimates of radiative forcing by
aerosols. Nonradiative forcings are even less well understood. The follow-
ing recommendations identify critical research avenues that should be
persued immediately with high priority.

Conduct Accurate Long-Term Monitoring of Radiative Forcing Variables

The most important step for improving understanding of forcings is to
obtain a robust record of radiative forcing variables, both in the past and
into the future. A robust observational record is essential for improved
understanding of the past and future evolution of climate forcings and
responses. Existing observational evidence from surface-based networks,
other in situ data (e.g., aircraft campaigns, ocean buoys), remote sensing
platforms, and a range of proxy data sources (e.g., tree rings, ice cores) has
enabled substantial progress in understanding, but there remain important
shortcomings. The observational evidence needs to be more complete both
in terms of the spatiotemporal and electromagnetic spectral coverage and in
terms of the quantities measured. Long-term monitoring of forcing and
other climate variables at much improved accuracy is needed to detect and
understand future changes. In addition, surface-based observational net-
works for the detection of long-term changes in climate variables need to be
improved, notably by accounting for local changes (e.g., in land use and
vegetation dynamics). Long-term, accurate observations of changes in the
heat content of the oceans are also needed as a continuous record of glo-
bally averaged radiative forcing.
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PRIORITY RECOMMENDATIONS:

% Continue observations of climate forcings and variables without
interruption for the foreseeable future in a manner consistent with estab-
lished climate monitoring principles (e.g., adequate cross-calibration of suc-
cessive, overlapping datasets).

% Develop the capability to obtain benchmark measurements (i.e.,
with uncertainty significantly smaller than the change to be detected) of key
parameters (e.g., sea level altimetry, solar irradiance, and spectrally re-
solved, absolute radiance to space).

% Conduct highly accurate measurements of global ocean heat con-
tent and its change over time.

Advance the Attribution of Decadal to Centennial Climate Change

Establishing relationships between past climate changes and known
natural and anthropogenic forcings provides information on how such
forcings may impact large-scale climate in the future. Instrumental records
extend back about 150 years at best. Comparisons of observed surface
temperatures with those simulated using reconstructions of the past forcings
have yielded important insights into the roles of various natural and an-
thropogenic factors governing climate change. However, the shortness of
the instrumental record limits the confidence with which climate change
since preindustrial times can be attributed to specific forcings. Proxy records
obtained from ice cores, sediments, tree rings, and other sources provide a
critical tool for extending knowledge of forcings and effects further back in
history. The lack of proxy climate data in certain key regions is a major
limitation. Such regional information is important in evaluating the poten-
tial roles of changes in modes of climate variability, such as the El Nifo/
Southern Oscillation (ENSO).

PRIORITY RECOMMENDATIONS:

% Develop a best-estimate climate forcing history for the past century
to millennium.

% Using an ensemble of climate models, simulate the regional and
global climate response to the best-estimate forcings and compare to the
observed climate record.

Reduce Uncertainties Associated with Indirect Aerosol Radiative Forcing

The interaction between aerosols and clouds can lead to a number of
indirect radiative effects that arguably represent the greatest uncertainty in
current radiative forcing assessments. In the so-called first indirect aerosol
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effect, the presence of aerosols leads to clouds with more but smaller par-
ticles; such clouds are more reflective and therefore have a negative radia-
tive forcing. These smaller cloud droplets can also decrease the precipita-
tion efficiency and prolong cloud lifetime; this is known as the second
indirect aerosol effect. The so-called semidirect aerosol effect occurs when
absorption of solar radiation by soot leads to an evaporation of cloud
droplets. A number of research avenues hold promise for improving under-
standing of indirect and semidirect aerosol effects and for better constrain-
ing estimates of their magnitude. These include fundamental research on
the physical and chemical composition of aerosols, aerosol activation, cloud
microphysics, cloud dynamics, and subgrid-scale variability in relative hu-
midity and vertical velocity.

PRIORITY RECOMMENDATION:

% Improve understanding and parameterizations of the indirect aero-
sol radiative and nonradiative effects in general circulation models using
process models, laboratory measurements, field campaigns, and satellite
measurements.

Better Quantify the Direct Radiative Effects of Aerosols

Aerosols have direct radiative effects in that they scatter and absorb
both shortwave and longwave radiation. Knowledge of direct radiative
forcing of aerosols is limited to a large extent by uncertainty about the
global distributions and mixing states of aerosols. Mixing states have major
implications on aerosol optical properties that are not well understood and
are difficult to parameterize in climate models. Small-scale variability of
humidity and temperature, which has a major impact on aerosol optical
properties, is also difficult to represent in models. Mechanisms of aerosol
production are not understood, so the effects of future changes in emissions
and climate are highly uncertain. Removal of aerosols from the atmosphere
occurs mainly by wet deposition, but model parameterizations of this pro-
cess are highly uncertain and rudimentary in their coupling to the hydro-
logical cycle.

PRIORITY RECOMMENDATIONS:

% Improve representation in global models of aerosol microphysics,
growth, reactivity, and processes for their removal from the atmosphere
through laboratory studies, field campaigns, and process models.

% Better characterize the sources and the physical, chemical, and op-
tical properties of carbonaceous and dust aerosols.
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Better Quantify Radiative Forcing by Ozone

Ozone is a major greenhouse gas. The greatest uncertainty in quantify-
ing this forcing lies in reconstructing ozone concentrations in the past and
projecting them into the future. Global modeling of tropospheric ozone
remains a major challenge because of the complex coupling between photo-
chemical and transport processes. The inability of models to reproduce
ozone trends over the twentieth century suggests that there could be large
errors in current estimates of natural ozone levels and the sensitivity of
ozone to human influence. These errors could relate to emissions of precur-
sors, chemical processes, and stratospheric influence. Lightning emissions
of nitrogen oxides are particularly uncertain and play a major role in ozone
production in the middle and upper troposphere where the radiative effect
is maximum. Transport of ozone between the stratosphere and troposphere
greatly affects upper tropospheric concentrations in a manner that is still
poorly understood.

PRIORITY RECOMMENDATION:

% Improve understanding of the transport of ozone in the upper tro-
posphere and lower stratosphere region and the ability of models to de-
scribe this transport.

Integrate Climate Forcing Criteria in Environmental Policy Analysis

Policies designed to manage air pollution and land use may be associ-
ated with unintended impacts on climate. Increasing evidence of health
effects makes it likely that aerosols and ozone will be the targets of stricter
regulations in the future. To date, control strategies have not considered the
potential climatic implications of emissions reductions. Regulations target-
ing black carbon emissions or ozone precursors would have combined
benefits for public health and climate. However, because some aerosols
have a negative radiative forcing, reducing their concentrations could actu-
ally increase radiative warming. Policies associated with land management
practices could also have inadvertent effects on climate. The continued
conversion of landscapes by human activity, particularly in the humid trop-
ics, has complex and possibly important consequences for regional and
global climate change as a result of changes in the surface energy budget.

PRIORITY RECOMMENDATIONS:

% Apply climate models to the investigation of scenarios in which
aerosols are significantly reduced over the next 10 to 20 years and for a
range of cloud microphysics parameterizations.

% Integrate climate forcing criteria in the development of future poli-
cies for air pollution control and land management.
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conditions with global ice cover to “hothouse” conditions when

glaciers all but disappeared. Over the past 10,000 years (current
interglacial, called the Holocene), the climate has been remarkably stable
and favorable for human civilizations to flourish. Even during this stable
period there have been notable regional climatic fluctuations such as the so-
called Little Ice Age (A.D. 1600-1800), when Europe experienced unusually
cold conditions. Increasing evidence points to a large human impact on
global climate over the past decades through emissions of greenhouse gases
and aerosols and through widespread changes in land cover (IPCC, 2001;
NRC, 2001).

Climate change is driven by perturbations to the energy balance of the
Earth system. These perturbations are called “climate forcings” and have
been the subject of considerable scientific inquiry both for understanding
Earth’s history and for projecting future change. Indeed, further enhancing
knowledge of climate forcings is critical for improving projections of future
climate change. It is in that context that the U.S. Climate Change Science
Program asked the National Academies to examine the current state of
knowledge regarding the climate forcings associated with gases, aerosols,
land use, and solar variability and to identify relevant research needs (see
Appendix B for full statement of task). In response, the Committee on
Radiative Forcing Effects on Climate was formed (see Appendix A for
biographies of committee members). This report provides the committee’s
consensus views on the current understanding of different climate forcings,
considers alternatives for quantifying and comparing different forcing

! I The climate of the Earth over its history has varied from “snowball”

11
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agents, and recommends research priorities for attaining a more complete
understanding of climate forcing.

EARTH’S CLIMATE SYSTEM

Climate is conventionally defined as the long-term statistics of the
weather (e.g., temperature, cloudiness, precipitation). This definition em-
phasizes the atmospheric and physical components of the climate system.
These physical processes within the atmosphere are affected by ocean circu-
lation, the reflectivity of the Earth’s surface, the chemical composition of
the atmosphere, and vegetation patterns, among other factors. Improved
understanding of how the atmosphere interacts with the oceans, the
cryosphere (ice-covered regions of the world), and the terrestrial and ma-
rine biospheres has led scientists to expand the definition of climate to
encompass the oceanic and terrestrial spheres as well as chemical compo-
nents of the atmosphere (Figure 1-1). This expanded definition promotes an
Earth system approach to studying how and why climate changes.

The Climate System

Atmosphere
- Temperature
- Humidity, clouds, and winds
- Precipitation
- Atmospheric trace gas and
aerosol distribution

Cryosphere
- Snow cover
- lce cover

Volcanoes

Land

- Temperature

- Soil moisture

- Fauna and
flora

Oceans
- Temperature - Salinity

- Currents - Marine
biota

FIGURE 1-1 The climate system, consisting of the atmosphere, oceans, land, and
cryosphere. Important state variables for each sphere of the climate system are
listed in the boxes. For the purposes of this report, the Sun, volcanic emissions, and
human-caused emissions of greenhouse gases and changes to the land surface are
considered external to the climate system.
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NATURAL FORCING AGENTS
PROCESSES + Emissions of greenhouse gases and precursors, aerosols and
Sun, orbit, volcanoes precursors, and biogeochemically active gases
« Solar irradiance and insolation changes
* Land-cover changes
HUMAN | ¢ y
ACTIVITIES Nonragiat \
onradiative
- Fuel usage Forcing CHANGE IN CLIMATE
* Industrial practices - SYSTEM COMPONENTS
* Agricultural practices 7| * Atmospheric lapse rate <
* Atmospheric composition
Direct » Evapotranspiration flux
Radiative !
Forcing Indirect
Societal Radiative
Impacts l Forcing Feedbacks
\

Y \4
CLIMATE RESPONSE

Temperature, precipitation, vegetation, etc.

FIGURE 1-2 Conceptual framework of climate forcing, response, and feedbacks
under present-day climate conditions. Examples of human activities, forcing agents,
climate system components, and variables that can be involved in climate response
are provided in the lists in each box.

Factors that affect climate change are usefully separated into forcings
and feedbacks. The conceptual diagram of Figure 1-2 illustrates the connec-
tions between climate forcings, responses, and feedbacks as defined in this
report. A climate forcing is an energy imbalance imposed on the climate
system either externally or by human activities. Examples include changes
in solar energy output, volcanic emissions, deliberate land modification, or
anthropogenic emissions of greenhouse gases, aerosols, and their precur-
sors. A climate feedback is an internal climate process that amplifies or
dampens the climate response to an initial forcing. An example is the in-
crease in atmospheric water vapor that is triggered by an initial warming
due to rising carbon dioxide (CO,) concentrations, which then acts to
amplify the warming through the greenhouse properties of water vapor.
Climate change feedbacks are the subject of a recent report of the National
Research Council (NRC, 2003).

Climate forcings can be classified as radiative (direct or indirect) or
nonradiative. Direct radiative forcings affect the radiative budget of the
Earth directly; for example, added CO, absorbs and emits infrared (IR)
radiation. Indirect radiative forcings create a radiative imbalance by first
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altering climate system components, which then almost immediately lead to
changes in radiative fluxes; an example is the effect of aerosols on the
precipitation efficiency of clouds. Nonradiative forcings create an energy
imbalance that does not involve radiation directly; an example is the in-
creasing evapotranspiration flux resulting from agricultural irrigation. This
report focuses on the forcing agents and the ways in which they act to
create a climate response (i.e., downward arrows in Figure 1-2). Although
they are not the primary focus of this report, it is necessary at times to
address climate responses because of what they tell us about climate
forcings. See Box 1-1 and Appendix C for definitions of important terms.

Some times the climate system is defined more broadly by including the
Sun, the lithosphere (the Earth’s crust), or even humans as part of the
climate system (e.g., Claussen, 2004; Steffen et al., 2004). For the purposes
of this report, however, those elements that impact climate but are not
affected by it are considered external to the climate system. Changes in
solar output are viewed as a natural external forcing because the Earth does
not affect the Sun. Volcanic aerosols are also considered a natural external
forcing because Earth’s climate does not impact volcanic activity, except on
very long timescales. Increases in CO, and other greenhouse gases due to
human activities are assumed to be an external anthropogenic forcing.
Defining the climate system in this way allows separation between external
climate forcings and internal climate responses to those forcings. This defi-
nition is consistent with that adopted in the recent NRC report on climate
change feedbacks (NRC, 2003).

The definition of climate forcing and climate response may vary de-
pending on the timescale under consideration. On the timescale of billions
of years, greenhouse gas concentrations may both influence climate, through
their radiative properties, and be influenced by climatic variations in weath-
ering rates. On the timescale of millions of years, on the other hand, green-
house gas concentrations are determined largely by slowly evolving tectonic
boundary conditions. In this case, greenhouse gas concentrations can be
treated as a forcing, and changes in global mean temperature can be consid-
ered a response. Over the past 1000 years, CO, concentrations appear to
have varied in response to surface temperature changes prior to large-scale
fossil fuel burning during the nineteenth and twentieth centuries, while
during the latter period they can be considered primarily as a forcing of
surface temperature changes (Gerber et al., 2003).

Given the conventional focus of climatologists on temperature as well
as the clear link between greenhouse gases and surface temperature, studies
of long-term changes in climate have emphasized temperature as the pri-
mary index for climate change. The concept of “radiative forcing” provides
a way to quantify and compare the contributions of different agents that
affect surface temperature by modifying the balance between incoming and
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BOX 1-1
Key Definitions

Climate system: The system consisting of the atmosphere, hydrosphere, lithos-
phere, and biosphere, determining the Earth’s climate as the result of mutual
interactions and responses to external influences (forcing). Physical, chemical,
and biological processes are involved in the interactions among the compo-
nents of the climate system.

Climate forcing: An energy imbalance imposed on the climate system either exter-
nally or by human activities.

* Direct radiative forcing: A climate forcing that directly affects the radiative
budget of the Earth’s climate system; for example, added carbon dioxide
(CO,) absorbs and emits infrared radiation. Direct radiative forcing may be
due to a change in concentration of radiatively active gases, a change in
solar radiation reaching the Earth, or changes in surface albedo. Radiative
forcing is reported in the climate change scientific literature as a change in
energy flux at the tropopause, calculated in units of watts per square meter
(W m'2); model calculations typically report values in which the stratosphere
was allowed to adjust thermally to the forcing under an assumption of fixed
stratospheric dynamics.

* Indirect radiative forcing: A climate forcing that creates a radiative imbal-
ance by first altering climate system components (e.g., precipitation effi-
ciency of clouds), which then almost immediately lead to changes in radia-
tive fluxes. Examples include the effect of solar variability on stratospheric
ozone and the modification of cloud properties by aerosols.

* Nonradiative forcing: A climate forcing that creates an energy imbalance
that does not immediately involve radiation. An example is the increasing
evapotranspiration flux resulting from agricultural irrigation.

Climate response: Change in the climate system resulting from a climate forcing.

Climate feedback: An amplification or dampening of the climate response to a
specific forcing due to changes in the atmosphere, oceans, land, or continental
glaciers.

NOTE: Additional definitions are provided in Appendix C.

outgoing radiative energy fluxes. Global radiative forcing at the top of the
atmosphere (TOA), as used in assessments by the Intergovernmental Panel
on Climate Change (IPCC), is relatively easy to compute in climate models
and has straightforward policy applications. However, it has important
limitations when applied to radiative forcing agents not conventionally
considered as such (e.g., aerosols, land-use change) or when used to mea-
sure climatic implications other than global mean temperature (e.g., re-
gional precipitation). To address these limitations, the concept of radiative
forcing needs to be expanded; that expansion is a major theme of this
report.
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FIGURE 1-3 Energy budget for the atmospheric components of the climate system.
SOURCE: Kiehl and Trenberth (1997).

RADIATIVE FORCING:
PERTURBATION TO EARTH’S ENERGY BUDGET

The various physical processes that contribute to Earth’s global annual
mean energy budget are shown in Figure 1-3. The Earth receives a continu-
ous influx of energy from the Sun. About 69 percent of this energy is
absorbed at the Earth’s surface or by the atmosphere, while the rest is
reflected back to space. At the same time, the Earth and its atmosphere emit
energy to space, resulting in an approximate balance between energy re-
ceived and energy lost. The so-called greenhouse gases, such as water va-
por, CO,, methane (CH,), nitrous oxide (N,O), halocarbons, and ozone
(O;), modify this balance by absorbing and then re-emitting some of the
outgoing radiation.! Small particles in the atmosphere (aerosols) also ab-

TEach object in the Earth system (e.g., a gas molecule in the atmosphere, the surface of the
Earth itself) absorbs and emits energy at a rate that depends on the object’s temperature. For
this reason, greenhouse gases are most effective when located in parts of the atmosphere that
are much colder than the Earth’s surface, such as the upper troposphere. Greenhouse gases
present in this region absorb energy emitted by the surface, but emit less energy to space
because they are much colder than the surface.
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sorb and scatter some of the outgoing radiation. Changes in the Sun or in
the reflective characteristics of the Earth’s surface represent additional per-
turbations. Knowledge of the natural and anthropogenic processes that
affect Earth’s energy balance is critical for understanding how Earth’s cli-
mate has changed in the past and will change in the future

The energy budget in Figure 1-3 assumes an exact balance in energy
fluxes. In reality, the solar flux, the chemical composition of Earth’s atmo-
sphere, and surface conditions maintain a perpetual state of slight imbal-
ance. For example, solar flux is affected by variability in Earth’s orbit
around the Sun and by changes in the intensity of solar output. Radiative
forcing provides a conceptual framework for thinking about how Earth’s
energy budget can be modified and for quantifying the modifications and
their potential impact in terms of surface temperature response. Radiative
forcing has traditionally been defined as a change in energy flux at the
tropopause resulting from a change in a component external to the physical
climate system (see Box 1-2). This definition was used initially in radiative
transfer models, in which its application is straightforward (Manabe and
Strickler, 1964; Manabe and Wetherald, 1967). In these models, the inter-
nal climate state (e.g., thermal structure, clouds, water vapor) is held fixed
and the only change made to the model is in a single atmospheric constitu-
ent (e.g., CO, mixing ratio). This constitutes a change in radiative flux with
all internal variables held fixed or, in mathematical terms, the partial de-
rivative of the radiative flux with respect to a single constituent.

Initial applications of radiative forcing focused on the immediate change
in the radiative flux at the top of the atmosphere. It was soon realized that
the stratosphere, the layer of the atmosphere extending from about 10 to 50
km altitude, returns rapidly (in about a year) to radiative equilibrium and is
largely decoupled from the surface. In contrast, the surface and the tropo-
sphere (the lowest layer of the atmosphere) are strongly coupled through
vertical motions. The definition of TOA radiative forcing was thus modi-
fied to allow the stratosphere to return to local thermal equilibrium. Such
“adjusted radiative forcing” values are the standard reported in the litera-
ture today. They are sometimes referred to as the radiative forcing at the
tropopause (boundary between the troposphere and the stratosphere), al-
though with a stratosphere in radiative equilibrium this is equivalent to
TOA radiative forcing. Stratospheric adjustment is most important for
forcings that affect the stratospheric thermal structure, such as well-mixed
greenhouse gases. For nonuniform perturbations near the tropopause the
adjustment can be quite sensitive to the vertical profile of forcing.

The original estimation of radiative forcing was carried out in terms of
a change in the globally averaged radiative flux. For well-mixed gases this
provides a reasonable estimate of forcing, but even for these types of gases
there is still considerable latitudinal variation in radiative forcing from pole
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BOX 1-2
Bucket Analogy for Radiative Forcing

A steady state climate system exists when the amount of energy entering the
system equals the amount of energy leaving the system. For Earth this means that
the amount of solar energy absorbed by the surface-troposphere system equals
the amount of longwave energy emitted to space. A simple analogy is that of a
bucket with a hole in it. Imagine water flowing into the bucket at some fixed rate.
The water will flow out of the bucket at a rate dependent on the size of the hole in
the bucket and the depth of the water. The water in the bucket will reach a fixed
level once the amount of water leaving the bucket equals the amount entering the
bucket. The water flowing into the bucket is analogous to the solar energy flowing
into Earth’s system. The amount of water flowing out of the bucket is analogous to
the longwave energy leaving Earth’s system. The level of water in the bucket is
analogous to Earth’s global heat content (which is determined to a first order by
mean temperature and water vapor pressure).

The concept of radiative forcing is analogous to a change in either the amount
of water flowing into the bucket or the amount of water leaving the bucket. For
example, if the hole in the bucket was made smaller, less water would flow out
initially and the water level would rise until there was a new balance between what
flows into and out of the bucket. This is analogous to increasing a greenhouse gas
in Earth’s atmosphere, impeding the escape of longwave radiation to space. An
increase in the flow of water into the bucket will also result in an increase in the
water level, which is analogous to an increase in solar energy. Both changes lead
to increased global heat content, all other factors remaining constant. Radiative
forcing is a change in the amount of energy per unit time flowing into or out of
Earth’s climate system.

to equator, which is due mainly to variation in temperature and specific
humidity (e.g., Kiehl and Ramanathan, 1982). For tropospheric ozone,
tropospheric aerosols, and land surface changes, there is considerable spa-
tial variability in radiative forcing (e.g., Kiehl and Briegleb, 1993; Kiehl et
al., 1998; Pielke et al., 2002). Some have argued that spatial variation in
forcing is dampened in the climate response because of the homogenization
effect from atmospheric transport of heat. However, it is becoming appar-
ent that spatial variations in forcing are important to understanding ob-
served climate signals (e.g., Karl et al., 1995; Hegerl et al., 2003).

Until five years ago the focus in radiative forcing was on changes in
tropopause or TOA fluxes. However, early studies on absorbing aerosols
(e.g., Ogren and Charlson, 1983) recognized that these aerosols would
require a focus on radiative forcing at the Earth’s surface. Recent observa-
tions and consequent modeling studies from the Indian Ocean Experiment
(INDOEX) found that the presence of absorbing aerosols led to signifi-
cantly different changes in shortwave radiative flux between the surface
and the tropopause because a significant amount of energy is absorbed
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within the atmosphere (Ramanathan et al., 2001a). As shown in Chapter 4
(see Box 4-1) the TOA forcing observed during INDOEX over the Indian
subcontinent was close to zero, but the surface forcing was =14 W m=2 and
tropospheric forcing was about +14 W m=2. As shown by several general
circulation model (GCM) sensitivity studies (Ramanathan et al., 2001b;
Chung and Ramanathan, 2003; Menon et al., 2002b), in spite of the near-
zero TOA forcing, the introduction of absorbing aerosols results in a large
surface cooling (0.5 to =1 K) of the North Indian Ocean and South Asia, a
large lower tropospheric warming (0.5 to 1 K), and large changes in re-
gional precipitation. This means that in addition to calculating radiative
forcing at the tropopause, one must also quantify radiative forcing at the
surface and its atmospheric distribution.

THEORETICAL DEVELOPMENT OF THE
RADIATIVE FORCING CONCEPT

The concept of radiative forcing is based on the hypothesis that the
change in global annual mean surface temperature is proportional to the
imposed global annual mean forcing, independent of the nature of the
applied forcing. The fundamental assumption underlying the radiative forc-
ing concept is that the surface and the troposphere are strongly coupled by
convective heat transfer processes; that is, the earth-troposphere system is
in a state of radiative-convective equilibrium (RCE; see Box 1-3). In the
present context, the term “convective heat transfer” refers to heat transport
by all types of vertical motions ranging from small (few meters) to plan-
etary scales. The net result of radiative-convective equilibrium is that the
vertical temperature profile within the troposphere (the so-called lapse rate)
is largely determined by convective heat transport, while the vertically aver-
aged surface-troposphere temperature is regulated by radiative flux equilib-
rium at the tropopause. RCE models were initially used to determine the
vertical temperature profile of stellar (Chandrasekhar, 1947;
Ambartsumyan, 1958) and planetary atmospheres (e.g., Chamberlain,
1960; Gierasch and Goody, 1968; Cess, 1972). Its first application to the
Earth’s atmosphere with a proper treatment of convective heat transport
and the radiative transfer effects of infrared active gases and clouds was
published by Manabe and Strickler (1964) and Manabe and Wetherald
(1967).

According to the radiative-convective equilibrium concept, the equa-
tion for determining global average surface temperature of the planet is

—=f-= (1-1)
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BOX 1-3
Radiative-Convective Interactions Between the
Surface and the Atmosphere

According to the RCE concept, radiative processes cool the troposphere and
warm the ground. As shown in the figure below, the primary source of tropospheric
cooling is infrared emission (or radiative cooling) by water vapor and clouds, while
the ground warming is due to solar heating and back radiation from atmospheric
water vapor and clouds. Such a pattern of atmospheric cooling and surface warm-
ing leads to superadiabatic lapse rates (temperature decreasing by more than 9.8
K km‘1) and triggers atmospheric convection. The ensuing vertical motions trans-
port heat from the surface to the atmosphere and restore the lapse rate to neutral
(adiabatic). The heat is released in the form of latent heating during condensation
or as sensible heat from turbulent eddies originating in the boundary layer.

Solar
heating

Stratosphere

Condensational
and convective
heating

Radiative €—————————

cooling

Troposphere

. . | Surface
Radiative heating Evaporative and
turbulent cooling

Schematic illustration of the balance between radiative and nonradiative processes under
RCE. Arrows indicate direction of energy transfer. Within the troposphere, longwave radiative
cooling far exceeds solar heating, resulting in a net radiative cooling. This cooling is balanced
by release of latent heating by condensation and precipitation and convective transport of
sensible heat transfer from the surface. At the surface, solar heating far exceeds longwave
cooling, and this radiative heating is balanced by convective transport of latent and sensible
heat from the surface to the atmosphere. In addition, the sum of surface radiative heating and
tropospheric radiative cooling is zero, thus maintaining radiation energy balance for the whole
surface-troposphere column, and it is this radiation balance that is perturbed by the addition of
greenhouse gases and aerosols. Likewise, the sum of convective cooling of the surface and
convective heating of the troposphere balance each other, and this balance is perturbed by
land surface changes. SOURCE: Adapted from Ramanathan et al. (1989).
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where

H= ijI,sz (1-2)
2p

is the heat content of the land-ocean-atmosphere system with p the density,
C, the specific heat, T the temperature, and z,, the depth to which the
heating penetrates. Equation 1-1 describes the change in the heat content
where fis the radiative forcing at the tropopause, T is the change in surface
temperature in response to a change in heat content, and A is the climate
feedback parameter (Schneider and Dickinson, 1974), also known as the
climate sensitivity parameter, which denotes the rate at which the climate
system returns the added forcing to space as infrared radiation or as re-
flected solar radiation (by changes in clouds, ice and snow, etc.). In essence,
A accounts for how feedbacks modify the surface temperature response to
the forcing. In principle, T” should account for changes in the temperature
of the surface and the troposphere, and since the lapse rate is assumed to be
known or is assumed to be a function of surface temperature, T can be
approximated by the surface temperature. For steady state, the solution
yields

T'=f (1-3)

Studies from one-dimensional radiative convective models initially indi-
cated that A was a nearly invariant parameter for a variety of forcings
(Ramanathan et al., 1985). This finding has generally been supported by
three-dimensional modeling studies of climate sensitivity, which indicate
that A varies by only about 25 percent within a particular model, although
there can be much greater differences between models (Manabe and
Wetherald, 1975; Hansen et al., 1997; IPCC, 2001).

The implication of Equation 1-3 with fixed A is that surface tempera-
ture change is uniquely determined by the radiative forcing at the tropo-
pause (or at the top of the atmosphere if the stratosphere is adjusted for
radiative equilibrium). The primary validity for this concept was provided
by a series of sensitivity studies by Manabe and Wetherald (1975), who
used a three-dimensional GCM to calculate the global mean surface tem-
perature change due to a doubling of CO, and a 2 percent change in solar
insolation. They found that surface temperature estimated by the GCM can
be scaled with the initial forcing as in Equation 1-3. Since then, similar
sensitivity studies have been performed by other GCMs and basically con-
firmed Manabe and Wetherald’s result, with most success for perturbations
due to uniformly mixed greenhouse gases, changes in incoming solar irradi-
ance, and homogeneously distributed scattering aerosols in the troposphere
and the stratosphere (e.g., Cess and Potter, 1988; Hansen et al., 1997).
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Highly inhomogeneous perturbations do not show as good a scaling. In
addition, successful scaling for global mean surface temperature does not
necessarily imply similar success for other climate variables such as precipi-
tation (e.g., Chen and Ramaswamy, 1996).

The RCE concept and the formulation of Equation 1-3 for radiative
forcing and feedback have thus been used since the 1960s, implicitly
(Budyko, 1969; Kellogg and Schneider, 1974) as well as explicitly (Moller,
1963; Yamamoto and Tanaka, 1972; Schneider and Mass, 1975; Cess,
1976; and hundreds of studies since then). The term radiative forcing was
not in vogue until the 1980s, although the climate forcing, feedback, and
response framework was implicit in the 1979 “Charney Report,” the NRC’s
first report addressing the potential for human-caused climate change (NRC,
1979). Early references introducing this terminology for anthropogenic
changes are seen in Ramanathan et al. (1985) and the World Meteorologi-
cal Organization report on atmospheric ozone (WMO, 19835; republished
as Ramanathan et al., 1987), which also gives a detailed and still-accepted
definition of radiative forcing. Early use of the term radiative forcing also
can be found in the NRC report Toward an Understanding of Global
Change (NRC, 1988) and the IPCC reports published in 1990, 1992, and
1996 (IPCC, 1990, 1992, 1996). During the early phases of its use, radia-
tive forcing was not restricted to changes external to the climate system but
was used in a more general sense. For example, the radiative effects of
clouds were referred to as “cloud-radiative forcing” (Charlock and
Ramanathan, 1985) because clouds introduce spatial and temporal gradi-
ents in radiative heating. After the IPCC Second Assessment Report (IPCC,
1996), the term radiative forcing came to imply climate forcing (i.e., a term
that forces climate changes).

An important construct in the formulation of the concept of forcing is
that the equilibrium of the Earth system must have matching incoming and
outgoing energy fluxes. Over long time periods the proposition that the
Earth is in thermal equilibrium with its surroundings must hold, but the
timescale for relaxation of the entire system to this equilibrium may be as
long as 2000-3000 years? for some forcings and the associated feedbacks.
Current understanding of the climate response to radiative forcing relies
heavily on climate equilibrium simulations rather than on transient re-
sponses. The uncertainty and variability of the predicted short-term (i.e.,
less than a couple of years) climate changes are high since many of the
important processes parameterized in climate models have been tuned to

2A relaxation timescale of 2000-3000 years is determined by the deep ocean mixing
timescale. If only the upper ocean is considered, the system can reach equilibrium in about 50
years, which corresponds to an e-folding response time of 2-3 years.
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match climate statistics over decadal timescales. Simulating short-term re-
gional climate change requires methods of downscaling large-scale infor-
mation. Currently this is accomplished either through statistical approaches
or by forcing a regional model with boundary conditions from a global
climate model.

THE RADIATIVE FORCING CONCEPT AND CLIMATE POLICY

The concept of radiative forcing has provided a clear mechanism for
conceptualizing the Earth’s climate as a closed system with a detectable
metric of change: global mean surface temperature. The metric is easily
understandable and readily correlated to global-scale geological, oceano-
graphic, and biological changes (e.g., ice caps melting, sea level rising,
ecosystems changing). The projected changes in climate have been trans-
lated into economic costs (with varying uncertainty), providing a direct
relationship between radiative forcing and economic impacts. This relation-
ship enables policy makers to consider the relative benefits of investments
in new technologies, emissions regulations, carbon taxes, sequestration and
offsetting, and emissions trading. This conceptual framework is illustrated
in Figure 1-4.

For most policy applications, the relationship between radiative forcing
and surface temperature is assumed to be linear, thereby making it possible
to add different forcings to assess the overall climate impact. As discussed
above, the linearity of response in several GCM experiments using the
radiative forcing of homogeneously distributed greenhouse gases supports
this approach as do summary diagrams compiled to compare different
radiative forcings, such as those presented in the IPCC reports (see Figure 2-
1 of this report). In these diagrams, it is often assumed that the bars from
different sources may be added to give an overall effect although this is not
entirely correct.

The simplification of complex, mechanistically disparate processes to
the same radiative forcing metric, with the implication that positive forcings
may cancel negative forcings, provides a way of easily communicating cli-
mate forcing factors and their relative importance to general audiences.
However, a net zero global mean radiative forcing may be associated with
large regional or nonradiative (e.g., precipitation) changes. Further, when
forcings are added, uncertainties in individual forcings must be propagated,
resulting in large uncertainties in the total forcing. Adding forcings also
belies the complexity of the underlying chemistry, physics, and biology. It
suggests that all effects on climate can be quantified by a similar metric
without knowing, or needing to know, the details of the climate response as
captured in feedback effects. Yet there are many aspects of climate change—
including rainfall, biodiversity, and sea level—that are currently not related
quantitatively, much less linearly, to radiative forcings.
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FIGURE 1-4 Conceptual framework for how radiative forcing fits into the climate
policy framework. Blue-shaded boxes indicate quantities that have been considered
as policy targets in international negotiations and other policy analyses. Radiative
forcing (striped box) has not been treated as a policy target in the same explicit way
that limiting emissions (e.g., Kyoto Protocol), limiting concentrations (e.g., green-
house gas stabilization scenarios), and limiting temperature changes and impacts
(e.g., environmental scenarios) have. That is, an explicit cap on anthropogenic
radiative forcing levels has not been proposed analogous, for example, to the Kyo-
to Protocol cap on emissions. Note that land-use change has not received much
attention as a forcing agent and is not included here, though this report recom-
mends that it should be.

Simple Climate Models

The radiative forcing concept has been employed in simple climate
models that rely on the assumption that climate sensitivity is constant.
These models often use formulas for the radiative forcing for individual
greenhouse gases, such as those published by the IPCC. A well-known
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example is the formula for the forcing f(t) for CO, expressed in units of
watts per square meter with a coefficient from IPCC (2001):

(1-4)

()= 5.351n|:%:|

CO, (1750)

where CO,(1) is the atmospheric concentration of CO, for year ¢. Such
models can relate greenhouse gas emissions to the equilibrium global aver-
aged temperature changes and, using transient oceanic heat uptake models,
to transient temperature changes and impacts. For short-lived species, such
as aerosols, expressions of the type of Equation 1-4 are not available due to
the great spatial variability in concentrations and optical properties.

When linked to socioeconomic models, simple climate models have
become a powerful tool for policy analysis, often referred to as “integrated
assessment” models (Manne et al., 19935; de Vries et al., 2000; Nordhaus
and Boyer, 2000; Roehrl and Riahi, 2000; Matsuoka et al., 2001). They
can be linked to an economic “damage” function that simulates the eco-
nomic impacts and damages of global warming. The system may be further
coupled to an optimization scheme to determine optimal investment rates
in reductions of greenhouse gas emissions. In these optimization schemes
the damage function is dependent on the global averaged surface tempera-
ture, while the cost function depends on the level of greenhouse gas emis-
sions abatement (Nordhaus and Boyer, 2000). The simplified “box” ap-
proach to climate modeling used in most integrated assessment models is
subject to criticism for ignoring regional temperature changes. The current
dearth of regionally specific data on damages and their economic costs is a
key limitation as well.

Integrated assessment models have been used to evaluate many climate
policy questions. Most recently they have been part of the burgeoning suite
of studies that evaluated the Kyoto Protocol treaty for greenhouse gas
emissions targets for the years 2010-2015 (Kyoto Protocol, 1997). Various
emissions pathways were studied in terms of their overall cost-benefit ratios
(Nordhaus and Boyer, 2000). The policy targets can be limits on emissions
rates as in the Kyoto Protocol; limits on greenhouse gas concentrations,
which is the approach for stabilization studies; or limits on the rate of
global warming as in the case of environmentally oriented scenarios. These
possible policy targets are shown by the shaded boxes in Figure 1-4. Al-
though radiative forcing is inherent to integrated assessment models, radia-
tive forcing per se has not been treated as a climate policy target.
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Global Warming Potentials and Greenhouse Gas Equivalence Models

Many climate policy questions require comparing the climate change
effects of different greenhouse gases, aerosols, and other forcings. Such
comparisons are integral to the formulation of climate treaties and the
assessment of progress toward greenhouse gas emissions reductions. For
example, if one party to a climate target achieves emissions reductions in
CO,, and another party focuses on CH,, some metric is needed to compare
these reductions in order to assess overall progress toward the target.

Policy analysts have sought a simple basis for quantitatively comparing
the radiative consequences of emissions of different gases. The concept of
global warming potential (GWP) was developed to address this need. GWPs
compare the integrated radiative impact of a one time-unit of emissions of
greenhouse gas X to the integrated radiative forcing impact of a one time-
unit of CO, emissions (IPCC, 2001). Mathematically, GWP is expressed as

where TH is the time horizon over which the calculation is considered and
a, is the radiative efficiency of gas X, or the increase in radiative forcing for
a unit increase in the atmospheric abundance of the substance. This radia-
tive efficiency is typically expressed in units of W m=2 kg~!. The parameter
X(t) is the time decay profile for the gas following its release into the
atmosphere. The corresponding factors for CO,, the reference gas, are in
the denominator. Scaling the radiative impact of other forcings by that of
CO, makes it easier to compare forcings quantitatively to each other, but
this approach has been criticized because it depends on how well the radia-
tive impact of CO, is understood. A change in the denominator of Equation
1-5 requires that the whole set of GWPs be revised, potentially introducing
confusion.

The radiative forcing formulas (e.g., Equation 1-4) are used in the
calculation of the efficiency term a,. The marginal increase in radiative
forcing can be calculated as the first derivative of the radiative forcing with
respect to concentration. For low-concentration gases, such as chlorofluo-
rocarbons (CFCs), whose radiative forcing increases linearly with concen-
tration, this derivative is a constant. For more abundant gases such as CO,,
the derivative—and marginal radiative forcing response—depends on the
background atmospheric concentration at the time of the hypothetical pulse
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release of the gas. The IPCC calculates GWPs for the well-mixed gases for
three discrete time horizons of 20, 100, and 500 years. The Kyoto Protocol
recommends that parties to the treaty use the 100-year value for comparing
emissions reductions of different gases toward meeting targeted greenhouse
emissions reductions for the first commitment period of 2008-2012 (Kyoto
Protocol, 1997).

Application of the GWP concept has mainly been restricted to the long-
lived greenhouse gases. In principle, it could be applied to short-lived forc-
ing agents such as ozone and aerosols or, more specifically, to the emissions
of their precursors (e.g., Schwartz, 1993), but there are a number of compli-
cating factors including (1) the often poorly defined relationship between
the precursor and the radiative forcing agent; (2) the inhomogeneity of the
forcing; and (3) the much shorter time horizons (decades or less) relevant to
the radiative forcing from these short-lived agents. In addition, the current
concept is not useful for evaluating how the rate of technical transforma-
tion, which depends on economic and policy drivers, affects the trade-off
between two greenhouse gases. At present, integrated assessment models
are used to consider the combined scientific and economic factors that
contribute to the global warming impacts of different forcings (e.g., Manne
and Richels, 2001).

Many criticisms of the oversimplicity of the GWP approach have been
published (Lashof, 2000; O’Neill, 2000; Smith and Wigley, 2000a,b). More
complex equivalence calculations, such as the “forcing equivalence index”
of Wigley (1998), have been developed to address its shortcomings. The
essence of the forcing equivalence index is that a time series of emissions of
a greenhouse gas produces a time series of radiative forcings. By inverting
this temporal profile of radiative forcing in terms of the atmospheric prop-
erties of another greenhouse gas, the “equivalent” emissions of the alterna-
tive gas are estimated. This calculation, like the GWP, does not fully treat
the complexities of the long-term behavior of the two gases (O’Neill, 2000).
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individual agents is reviewed. Over the past 15 years, the Intergovern-

mental Panel on Climate Change (IPCC) has produced assessments in
which at least one chapter has been devoted to a thorough review of current
understanding about radiative forcings. The discussions here summarize
the findings of the IPCC’s Third Assessment Report (IPCC, 2001) and
scientific advances since it was published.

The Third Assessment Report (IPCC, 2001) includes a summary figure
of the global and annual mean radiative forcings from 1750 to 2000 due to
a range of perturbations (Figure 2-1), including the well-mixed greenhouse
gases, ozone, aerosols, aviation effects on clouds, land use, and the Sun.
The largest positive forcing (warming) since 1750 is associated with the
increase of the well-mixed greenhouse gases (carbon dioxide [CO,]; nitrous
oxide [N,O]; methane [CH,]; and chlorofluorocarbons [CFCs]) and
amounts to 2.4 W m~2, The greatest uncertainty in Figure 2-1 is associated
with the direct and indirect radiative effects of aerosols. If the actual nega-
tive forcing from aerosols were at the high end (most negative) of the
uncertainty range, then it would have offset essentially all of the positive
forcing due to greenhouse gases (see also Boucher and Haywood, 2001).

According to the IPCC definition, applied to the data in Figure 2-1,
“The radiative forcing of the surface-troposphere system due to the pertur-
bation in or the introduction of an agent is the change in net irradiance at
the tropopause after allowing for stratospheric temperatures to readjust to
radiative equilibrium, but with the surface and tropospheric temperatures
and state held fixed at the unperturbed values.” This definition of forcing is

In this chapter the state of understanding of radiative forcing from

28

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

STATE OF SCIENTIFIC UNDERSTANDING 29

} Halocarbons

2. i) Aerosols =
A
L Oy R > 1
g co carbon from
€ L 2 : fossil feni o 2
5 1 Tropospheric fueI[ Mineral Aviation-induced
= ozone

L , burning Dust — Solar |

Contrails Cirrus

Stratospherlc Orgamc il

T

Radiative forcing (Watts per square metre)

2 b cf%%’” Biomass 2 : L'j‘sne':"
-1 Sulphate burnin eroso
3 . fossil % indkect (albedo)
L fuel effect only
burning
-2 &

High Medium Medium Low Very  Very Very Very Very Very Very Very
Low Llow Low Low Low Low Low Low

Level of Scientific Understanding

FIGURE 2-1 Estimated radiative forcings since preindustrial times for the Earth
and troposphere system (TOA radiative forcing with adjusted stratospheric temper-
atures). The height of the rectangular bar denotes a central or best estimate of the
forcing, while each vertical line is an estimate of the uncertainty range associated
with the forcing, guided by the spread in the published record and physical under-
standing, and with no statistical connotation. Each forcing agent is associated with
a level of scientific understanding, which is based on an assessment of the nature of
assumptions involved, the uncertainties prevailing about the processes that govern
the forcing, and the resulting confidence in the numerical values of the estimate. On
the vertical axis, the direction of expected surface temperature change due to each
radiative forcing is indicated by the labels “warming” and “cooling.” SOURCE:
IPCC (2001).

restricted to changes in the radiation balance of the Earth-troposphere
system imposed by external factors, with no changes in stratospheric dy-
namics, without any surface and tropospheric feedbacks in operation, and
with no dynamically induced changes in the amount and distribution of
atmospheric water. A somewhat broader perspective is applied in this chap-
ter to include, in particular, volcanic aerosols, the effects of land-use changes
and aerosols on precipitation, and the radiative forcing due to changes in
ocean color.
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Figure 2-1 has been an effective way to portray the relative magnitudes
of different radiative forcings, the associated scientific uncertainties, and an
assessment of the current level of understanding. It has been used widely in
the scientific and policy communities. However, it has some important
limitations, including the following:

e The figure does not provide information about the timescales over
which each of the forcings is active. For example, the greenhouse gases in
the first bar (CO,, CH,, N, O, and halocarbons) remain in the atmosphere
for decades or longer, whereas the various aerosols persist for days to
weeks.

e The figure shows globally averaged forcings and therefore does not
provide information about regional variation in forcing or vertical parti-
tioning of forcing.

e The figure does not provide information about other climate effects
of each forcing agent, such as impacts on the hydrological cycle.

e The figure gives the impression that one can simply sum the bars to
determine an overall or net radiative forcing; however, such a calculation
does not give a reasonable description of the cumulative effect of all the
forcings.

e The uncertainty ranges are generally estimated from the range of
published values and cannot be readily combined to determine a cumulative
uncertainty.

e The figure does not consistently indicate the forcing associated
with specific sources (e.g., coal, gas, agricultural practices).

e The figure omits nonradiative forcings as discussed in this report.

Although it would be unrealistic to expect a single figure to fully portray all
of these aspects of radiative forcings, there are clearly opportunities to
improve upon Figure 2-1 and to introduce new figures that address these
limitations in the next IPCC report.

WELL-MIXED GREENHOUSE GASES

The radiative forcing due to CO,, CH,, N,0, and various halocarbons
is due to absorption of infrared (IR) radiation. It is well characterized and
well understood. These gases remain in the atmosphere long enough to be
well mixed; thus, their abundances are well known and have little spatial
variability. Their concentrations have increased substantially since
preindustrial times (see Table 2-1), and they are the greatest contributors to
total anthropogenic radiative forcing. As shown in Figure 2-1, the IPCC
estimate of the radiative forcing due to well-mixed greenhouse gases is
+2.43 W m from 1750 to 1998 (present), comprising CO, (1.46 W m™2),
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CH, (0.48 W m), N,O (0.15 W m2), and halocarbons (0.34 W m~)
(IPCC, 2001). The estimated uncertainty associated with this forcing is 10
percent, with that for CO, and N,O being less and that for the other gases
being greater. The estimated uncertainty for halocarbons is 10-15 percent
for those molecules that have been studied in detail and is not well charac-
terized for other halocarbons. Recent research on well-mixed greenhouse
gases focuses on refining the models used to do radiative transfer calcula-
tions (e.g., Evans and Puckrin, 1999), considering the small temporal and
spatial variations in concentrations which can lead to errors up to about 5-
10 percent (Forster et al., 1997; Myhre and Stordal, 1997; Freckleton et al.,
1998), and accounting for the extent to which clouds reduce radiative
forcing (e.g., Myhre and Stordal, 1997).

The IPCC estimate for CH, forcing includes an observation-based esti-
mate for both the direct forcing of CH, and the indirect forcing due to
changes in the hydroxyl radical (OH) and tropospheric ozone (O;) resulting
from methane oxidation. The oxidation of CH, leads to a net loss of OH in
the atmosphere, thereby lengthening the CH, lifetime. It is estimated that
this indirect effect of CH, increases its radiative forcing by 25-35 percent
over the direct CH, forcing (Lelieveld and Crutzen, 1992; Briihl, 1993;
Lelieveld et al., 1993, 1998; Hauglustaine et al., 1994; Fuglestvedt et al.,
1996). The oxidation of CH, also leads to the formation of tropospheric
ozone, indirectly increasing the CH, forcing by 30-40 percent through the
greenhouse effect of the additional tropospheric O;. In the stratosphere,
oxidation of CH, is a source of water vapor. In situ measurements of water
vapor in the lower stratosphere indicate an increase of about 1 percent per
year for 1954-2000 (Rosenlof et al., 2001), whereas satellite measurements
of water vapor in the stratosphere in the 1990s showed no steady rate of
change (Randel et al., 1996). A 1 percent annual increase in stratospheric
water vapor would be associated with an estimated radiative forcing of 0.2
W m since 1980 (Forster and Shine, 1999). The oxidation of CH, can
explain only a fraction of such a water vapor increase.

TROPOSPHERIC AND STRATOSPHERIC OZONE

Atmospheric ozone modifies the radiative budget of the Earth system
by absorbing radiation both in the IR and in the ultraviolet (UV). It acts
both as a radiative forcing agent and as a climate feedback. Ozone is
produced and destroyed by solar UV radiation and by chemical reactions
involving natural and anthropogenic gases. Changes in ozone driven by
anthropogenic emissions represent a forcing. However, ozone concentra-
tions also respond to changes in temperature and UV radiation, transport
patterns, and natural emissions from lightning and vegetation; these re-
sponses represent climate feedbacks. In what follows, tropospheric and
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stratospheric ozone are discussed separately because they are produced by
different mechanisms and have very different radiative implications.

Tropospheric Ozone

Only 10 percent of atmospheric ozone resides in the troposphere, but
this small fraction is of particular importance for climate forcing. Tropo-
spheric ozone directly affects the radiative budget of the troposphere, and
pressure broadening allows ozone absorption lines in the troposphere to
extend into otherwise optically thin regions of the spectrum.

Ozone is produced in the troposphere by photochemical oxidation of
volatile organic compounds (VOCs) and carbon monoxide (CO) in the
presence of nitrogen oxides (NO, = NO + NO,). Anthropogenic emissions
of these precursors have caused large increases in tropospheric ozone over
the past century. The increase is estimated to be 50-100 percent globally
according to current global three dimensional chemical transport models
(CTMs), and the resulting radiative forcing is in the range 0.2-0.5 W m™
(IPCC, 2001). An important caveat is that the CTMs are unable to repro-
duce the low ozone concentrations observed in the late nineteenth century
and early twentieth century, suggesting (if the observations are correct) that
they overestimate the natural source of ozone. Model calculations con-
strained with the historical observations indicate a larger forcing from
anthropogenic tropospheric ozone, up to 0.8 W m=2 (Mickley et al., 2001;
Shindell and Faluvegi, 2002).

Beyond this direct radiative forcing effect, tropospheric ozone also has
an indirect effect as the primary precursor of the OH radical. Increasing
ozone causes tropospheric OH to increase, thus decreasing the lifetime of
methane and facilitating aerosol nucleation (both negative forcings). As-
sessing this indirect effect is complicated because the increase in ozone is
driven by emissions of its precursors, which themselves have intrinsic ef-
fects on OH. Increasing NO,, thus causes OH to increase, while increasing
CO and VOCs cause OH to decrease. According to the current generation
of CTMs, OH concentrations have decreased by about 10 percent over the
past century (Wang and Jacob, 1998). Another indirect effect of tropo-
spheric ozone is to cool the stratosphere (Joshi et al., 2003; Mickley et al.,
2004), affecting stratospheric ozone and polar stratospheric cloud (PSC)
levels.

The greatest uncertainty in quantifying the direct radiative forcing from
tropospheric ozone lies in reconstructing its concentration field in the past
and projecting it into the future. The inability of current models to repro-
duce ozone observations from the early twentieth century could reflect
calibration problems in the observations, as well as model errors in the
estimates of natural sources. CTMs also have problems in simulating the
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well-calibrated ozone trends over the past 30 years (Fusco and Logan,
2003), implying that fundamental problems remain in our understanding of
tropospheric ozone chemistry. Uncertainty in quantifying the indirect ra-
diative effect of ozone is related mainly to the complexity of factors control-
ling OH concentrations (Lawrence et al., 2001). Uncertainties in predicting
the climatic response to changes in tropospheric ozone are also large and
require further investigation using general circulation models (GCMs).

Stratospheric Ozone

Depletion of stratospheric ozone over the past 30 years has caused both
a positive radiative forcing at the Earth’s surface (due to increased UV
penetration) and a negative forcing (due to reduced IR emission from the
stratosphere to the troposphere). The consensus from current radiative
models constrained by observed ozone trends is that the net forcing is
negative and of magnitude —0.10 £ 0.05 W m=2. Forster and Tourpali
(2001) argue that about half of this forcing is due to an increase in tropo-
pause heights and thus should not be considered a forcing but rather a
feedback. The main indirect radiative effects of stratospheric ozone deple-
tion are (1) increased UV penetration to the troposphere, increasing tropo-
spheric OH concentrations and hence decreasing the lifetime of methane
(IPCC, 2001), and (2) changes in stratospheric water vapor.

Several GCM studies have examined the climate response to changes in
stratospheric ozone. Shindell et al. (1999) finds that changes in the upper
stratosphere elicit far greater surface climate response than changes in the
lower stratosphere. Stuber et al. (2001) find that changes in stratospheric
ozone have a greater effect per unit forcing than changes in CO,, largely
because of feedbacks associated with stratospheric water vapor.

The greatest uncertainty in quantifying radiative forcing from past
changes in stratospheric ozone is the vertical distribution of the ozone trend
in relation to temperature, since the magnitude of the forcing depends
crucially on temperature (IPCC, 2001). Another critical issue is to better
quantify indirect radiative forcings, particularly the effect on stratospheric
water vapor, which could double the effective forcing according to Stuber
et al. (2001).

DIRECT EFFECT OF AEROSOLS

Aerosol particles both scatter and absorb radiation, representing a di-
rect radiative forcing; scattering generally dominates (except for black car-
bon particles) so that the net effect is of cooling. Global models have
demonstrated the important role of sulfate aerosols in providing the cooling
effect missing in past models of the atmospheric radiation balance (Kiehl et

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

STATE OF SCIENTIFIC UNDERSTANDING 35

al., 1995). The average global mean aerosol direct forcing from fossil fuel
combustion and biomass burning is in the range from -0.2 to 2.0 W m~2
(IPCC, 2001). This large range results from uncertainties in aerosol sources,
composition, and properties used in different models. Recent advances in
modeling and measurements have provided important constraints on the
direct effect of aerosols on radiation (Ramanathan et al., 2001a; Russell et
al., 1999; Conant et al., 2003). Critical gaps, discussed further below, relate
to

e spatial heterogeneity of the aerosol distribution, which results from
the short lifetime (a few days to a week) against wet deposition;

e chemical composition, especially the organic fraction;

e mixing state and behavior (hygroscopicity, density, reactivity, and
acidity); and

e optical properties associated with mixing and morphology (refrac-
tive index, shape, solid inclusions).

The chemical composition of particles is in general not well known.
The mixing state and relative humidity history of sulfate-nitrate-ammo-
nium aerosols have important implications for their water content and
hence their direct radiative effect (Martin et al., 2004). Uncertainties are
particularly large for the 20 to 70 percent of particle mass that consists of
organic compounds (NARSTO, 2003). Measurement of organic compo-
nents is inherently difficult for three reasons: (1) small sample sizes and
analytical difficulties, (2) the complexity of mixtures, and (3) artifacts in
sampling procedures. The ideal approach for characterizing organic mass in
aerosol particles would identify, molecule by molecule, the composition of
each individual particle. Such instrumentation is unlikely to become avail-
able in the near future. In the meantime, it will be important to use partial
information from traditional and new approaches, including evolved gas
analysis techniques, gas chromatography, time-of-flight and chemical ion-
ization mass spectrometry, Fourier transform infrared spectroscopy, and
near-edge X-ray absorption fine structure (Morrical et al., 1998; Schauer et
al., 1999; Huebert and Charlson, 2000; Russell et al., 2002; Bahreini et al.,
2003; Russell, 2003).

Radiative and climate models generally assume that aerosols are “ex-
ternally mixed,” that is, individual particles are made up of a single compo-
nent (Koch, 2001; Cooke et al., 2002). Actual aerosol particles are multi-
component mixtures for which properties, such as water uptake, differ
from those expected from the simple addition of components because of
nonlinear interactions between components. The consequence for radiative
forcing is that water uptake by particles is not predicted accurately. The
presence of organic compounds has two competing effects on particle hy-
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groscopicity: (1) it reduces the mass of water taken up, and (2) it initiates
water uptake at a lower relative humidity (called the deliquescence relative
humidity) (Ming and Russell, 2002). The reduction in water uptake results
from the typically low solubility of organic compounds. Particles contain-
ing organic compounds will grow less as a function of relative humidity,
meaning that models that use the properties of sulfate aerosol will overesti-
mate the direct radiative forcing.

Many GCM aerosol schemes tend to omit organic particles or underes-
timate their size at typical boundary layer humidity (~80 percent). Chung
and Seinfeld (2002) estimate the effect of organic carbon on radiative forc-
ing of the climate to be between —0.09 and —0.21 W m~2, with the range of
uncertainty driven by the role of water uptake by organic aerosols. The
combination of the role of organic carbon and its water uptake with the
externally or internally mixed states of other components results in a direct
aerosol forcing range of —0.86 to —1.26 W m=2, or an uncertainty of +50
percent (Chung and Seinfeld, 2002). In addition to water uptake, uncertain-
ties in aerosol lifetime and optical properties contribute to the range of
uncertainty.

In addition to these general difficulties in describing the direct radiative
forcing from aerosols, specific uncertainties relate to (1) light-absorbing
black carbon, and (2) categorization of aerosol types in modeling. These are
discussed below.

Black Carbon

Individual aerosol particles may contain light-absorbing carbon-con-
taining compounds referred to collectively as “black” carbon (BC) or
equivalently as soot. In addition to elemental carbon, BC frequently in-
cludes low-volatility solid or liquid organic compounds, typically com-
posed of long hydrocarbon chains with high molecular weights (Marley et
al., 2001). The presence of trace amounts of BC (as little as 5 to 10 percent
of the total mass in anthropogenic aerosols) can result in large atmospheric
solar absorption. This absorption can be enhanced when BC is embedded in
refractive particles (Chylek et al., 1996; Fuller et al., 1999). Current under-
standing of the global emission of BC is uncertain by factors of two or more
(Cooke et al., 2002; Bond et al., 2004). Biomass burning and fuel combus-
tion are the two main contributors. BC has been detected in remote oceanic
regions, implying hemispheric-wide dispersal.

The direct forcing due to carbonaceous aerosols can be separated into
three components:

1. A portion of the direct solar beam is scattered back to space, which
leads to a reduction in solar radiation reaching the surface. This reduction
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manifests as increased reflection at the top of the atmosphere (TOA), i.e., a
negative radiative forcing (cooling).

2. A portion of the direct solar beam is absorbed by the aerosol, and
this atmospheric absorption leads to further reduction in solar radiation
reaching the surface. As shown later, this shielding of the surface by BC is
the dominant absorption term for anthropogenic aerosols with as little as
10 percent of BC. This absorption leads to a positive radiative forcing of the
atmosphere and a negative radiative forcing of the surface.

3. The upward diffuse beam from scattered radiation is absorbed by the
BC aerosol, reducing the solar radiation that escapes to space and resulting
in a positive radiative forcing for the surface-atmosphere column. This
effect could be large in cloudy skies if BC lies above low clouds (Haywood
and Ramaswamy, 1998).

The TOA forcing reported in IPCC and other global warming studies is
the sum of processes (1) and (2). Process (3), albeit the largest in terms of
magnitude, does not contribute significantly to TOA forcing, since it adds
solar radiation to the atmosphere and reduces surface solar heating by the
same magnitude. The net effect of BC is to increase the radiative heating of
the atmosphere and decrease the radiative heating of the surface. The TOA
radiative forcing is the sum of the surface and the atmospheric forcing. At
the TOA the BC effect opposes the cooling effect of sulfates and organics,
while at the surface all aerosols lead to reduction of solar radiation. Thus,
aerosol-induced changes at the surface can far exceed those at the TOA.

The direct effect of BC aerosol in the atmosphere has important impli-
cations for “global dimming.” Black carbon emissions may have increased
by a factor of two to four during the last 50 years (Novakov et al., 2003).
Given such large increases in BC emissions and the large impact of BC on
reducing surface solar radiation, large decreases in surface solar radiation
should be observed downwind of major sources of BC. Long-term negative
trends in surface solar irradiances have been observed by surface radiom-
eters worldwide (Ohmura et al., 1998; Stanhill and Cohen, 2001; Liepert,
2002). The reported trends in the annual mean irradiance vary from -5
percent (10 W m=2) between 1958 and 1985 for all land stations to about
-1 to -3 percent per decade for the last four decades over many of the 1500
stations in the global datasets. The decreases are so large that there is
skepticism about the measurements. Trends in surface radiometer all-sky
observations are subject to large uncertainties due to difficulties in main-
taining accurate calibration for routine surface observations in remote loca-
tions and measurement errors inherent in broadband radiometric measure-
ments (Dutton et al., 2001).

This global dimming is thought to be caused by both absorbing aero-
sols and increases in cloud cover (Liepert, 2002). Most of the radiometer
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observations are over land, and we need to understand whether they are
affected by local urban haze. Anthropogenic absorbing aerosols, by them-
selves, can reduce land-averaged solar radiation by about 3 to 5 W m™2
(Ramanathan et al., 1995; Jacobson, 2002). Such large reductions in sur-
face solar radiation have implications for the hydrological cycle, since
roughly 70 percent of the absorbed solar radiation is balanced by the latent
heat flux of evaporation.

This global dimming may also be related to changes in the ratio of
direct and diffuse solar irradiance received by vegetation. As documented
by Gu et al. (2003), the increase in diffuse irradiance for the two years
following the eruption of Mount Pinatubo in 1991 resulted in a 23 percent
increase of noontime photosynthesis of a deciduous forest in 1992 under
cloudless conditions. The increased diffuse irradiance permits a greater
penetration of photosynthetically active sunlight into the canopy. However,
if there is a sufficient reduction of total solar irradiance received at the
ground, vegetation growth could be stunted. Chameides et al. (1999), for
example, reported on reductions in crop yield in China due to reduced total
solar irradiance from pollution aerosols. Krakauer and Randerson (2003)
concluded from tree ring data that with respect to volcanic eruptions, the
beneficial effect of aerosol light scattering for high northern latitudes ap-
pears to be offset entirely by the deleterious effect of eruption-induced
climate change. Using field observations, Niyogi et al. (2004) found that
increased aerosol loading led to increases in carbon assimilation for forests
and crops and decreases for grasslands. The effect on carbon assimilation
was larger with aerosols than with clouds, since clouds reduced the total
solar irradiance more than the aerosols did.

Deposition of BC aerosols over snow-covered areas can result in
changes to the surface albedo (Chylek et al., 1983). Further reductions in
albedo occur due to the enhanced melting that accompanies the heating of
absorbing soot particles in snow. Chylek et al. (1983) estimate this en-
hancement to be up to a factor of ten in the rate of melting. Recent model
results indicate radiative forcings of +0.3 W m2 in the Northern Hemi-
sphere associated with albedo effects of soot on snow and ice (Hansen and
Nazarenko, 2004).

Model Discretization of Aerosols

Typically the behavior of aerosol particles in the atmosphere has been
described in models by discretization of both size and chemical composi-
tion. The continuous particle size spectrum is described by a limited num-
ber of modes, moments, or sections (Seinfeld and Pandis, 1998). For many
problems, such as the evolution of marine aerosol, the computational sim-
plicity of a few modes is sufficient to characterize changes in the particle
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distribution (Pandis et al., 1994). Other problems, including those involv-
ing aerosol-cloud interactions, require ~100 size categories to accurately
represent the indirect effect of particles on cloud properties (Russell et al.,
1999). While the simplified models are known to represent measured size
distributions incompletely, the uncertainties associated with these simplifi-
cations can easily be quantified. GCMs employing this approach have not
yet had the computational power to evaluate the sensitivity of aerosol
radiative forcing to their simplified treatments of aerosol size distributions.

Initial models of particle evolution assumed that the composition of
particles consists of a single internal mixture, both for computational sim-
plicity and for lack of contradictory measurements (Warren and Seinfeld,
1985). In the last decade, chemical composition has been discretized in a
fashion similar to the treatment of particle size, typically by “lumping”
particles with similar chemical compositions into a few categories. This
approach has been used to represent the externally mixed nature of aerosol
particles, typically including categories such as “sulfate,” “sea salt,” “dust,”
and “carbonaceous” (Jacobson et al., 1994; Pandis et al., 1994; Russell and
Seinfeld, 1998; Jacobson, 2001; Koch, 2001; Garrett et al., 2003). The
small number of categories has enabled their inclusion in GCM simula-
tions. However, this does not reflect the variety of mixtures actually present
in the troposphere (Murphy et al., 1997). The complexity of particle struc-
tures, their heterogeneities, and their mixing states (Russell et al., 2002) will
have to be addressed to represent their hygroscopic and optical properties.
For example, a small amount of absorbing organic compounds mixed in
with sea salt aerosol can be sufficient to change the associated radiative
forcing from negative to positive, especially over low albedo surfaces such
as clouds, ice, and coastal areas (Randles et al., 2004).

INDIRECT EFFECT OF AEROSOLS

Aerosols interact with clouds in several ways that can affect the climate
system, in particular by acting as cloud condensation nuclei (CCN) and ice
nuclei. These interactions are generally referred to as the indirect effects of
aerosols. Table 2-2 summarizes the various aerosol indirect effects. As
shown in the table, aerosols can lead to both warming (positive forcing)
and cooling (negative forcing), complicating the analysis of their net effect.

Aerosols have several indirect effects on warm stratiform clouds. The
Twomey effect, also known as the first indirect aerosol effect, refers to the
enhanced reflection of solar radiation due to more but smaller cloud drop-
lets in a cloud whose liquid water content remains constant (Twomey,
1959). The IPCC Third Assessment Report concluded that the first indirect
aerosol effect amounts to 0 to —2 W m™2 in the global mean (IPCC, 2001).
In addition, more but smaller cloud droplets reduce the precipitation effi-
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TABLE 2-2 Overview of the Different Aerosol Indirect Effects Associated
with Clouds

Sign of TOA
Radiative
Effect Cloud Type Description Forcing
First indirect aerosol All clouds For the same cloud Negative
effect (cloud albedo water or ice content,
or Twomey effect) more but smaller cloud
particles reflect more
solar radiation
Second indirect aerosol  All clouds Smaller cloud particles  Negative
effect (cloud lifetime decrease the
or Albrecht effect) precipitation efficiency,

thereby prolonging
cloud lifetime
Semidirect effect All clouds Absorption of solar Positive
radiation by soot leads
to evaporation of
cloud particles
Glaciation indirect Mixed-phase  An increase in ice Positive
effect clouds nuclei increases the
precipitation efficiency
Thermodynamic effect ~ Mixed-phase  Smaller cloud droplets ~ Unknown
clouds inhibit freezing, causing
supercooled droplets
to extend to colder

temperatures
Surface energy All clouds The aerosol-induced Negative
budget effect increase in cloud

optical thickness
decreases the amount
of solar radiation
reaching the surface,
changing the surface
energy budget

ciency and therefore enhance cloud lifetime and, hence, cloud reflectivity,
which is referred to as the second indirect aerosol or cloud lifetime effect
(Albrecht, 1989). Absorption of solar radiation by black carbon leads to
heating of the air, which can result in an evaporation of cloud droplets.
This is referred to as the semidirect effect (Hansen et al., 1997). The absorp-
tion of soot is 2 to 2.5 times greater if soot is present in the cloud droplets
(Chylek et al., 1996); thus the magnitude of the semidirect effect depends
crucially on the location of black carbon with respect to the cloud. This
warming can partially offset cooling due to the indirect aerosol effect. Both
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the cloud lifetime effect and the semidirect effect involve feedbacks because
the cloud lifetime and cloud liquid water content change; therefore, they
were not included in the radiative forcing bar chart of the IPCC (2001)
assessment.

The committee notes that separating the aerosol indirect forcing into
“first” and “second” kinds is not necessarily a useful construct. Although
the first kind accounts for a significant and distinguishable set of properties
between polluted and unpolluted clouds, the lifetimes of clouds are such
that it is never really observed. Clouds respond quickly to shifts in droplet
sizes, so by the time observations are made, clouds have already progressed
into the “second” mode. Alternatively, the indirect forcing could be calcu-
lated for clouds with fixed water amounts or for clouds with water amounts
that are free to adjust to the changes in droplet sizes.

Surface-based and satellite data have provided evidence of these aerosol
effects on warm clouds. Feingold et al. (2003) used various observations at
the Department of Energy Atmospheric Radiation Measurement (ARM)
site in Oklahoma to estimate the indirect aerosol effect from the partial
derivative of the logarithm of cloud droplet radius with respect to the
logarithm of the aerosol extinction. Defined in this way, the indirect aerosol
effect can be compared to its estimates from satellite retrievals. They find
that the indirect effect at the ARM site is larger than estimated from
POLDER satellite data by Breon et al. (2002). However, Rosenfeld and
Feingold (2003) pointed out that limitations of the POLDER satellite re-
trievals could explain the discrepancy. Penner et al. (2003) combined ARM
data together with a Lagrangian parcel model at the ARM sites in Okla-
homa and Alaska to provide observational evidence of a change in radiative
forcing due to the indirect aerosol effect. Long-term observations with
satellites over Europe and China show evidence for the semidirect effect
(Kruger and Graf3l, 2002, 2004). Kim et al. (2003) reported regional aero-
sol influences on TOA flux of up to 50 W m=2. Schwartz et al. (2002)
reported albedo enhancements due to the Twomey effect of as much as 0.2.
None of these techniques, however, enable estimates of the anthropogenic
indirect aerosol effect globally.

Climate model estimates of the first and second indirect aerosol effects
and the semidirect aerosol effect are still very uncertain. Kristjansson (2002)
concluded that the Twomey effect is three times more important than the
cloud lifetime effect, whereas Lohmann et al. (2000) simulated a cloud
lifetime effect that is 40 percent larger than the Twomey effect. Estimated
magnitudes of the Twomey effect and cloud lifetime effect are —0.5 to —1.9
W m=2and -0.3 to —1.4 W m2, respectively (Lohmann and Feichter, 2004).
Based on model results by Penner et al. (2003) and Lohmann and Feichter
(2001), the estimated magnitude of the semidirect effect is +0.1 to —0.5 W
m~2, Whereas climate models predict an increase in liquid water due to the
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cloud lifetime effect, observations of ship tracks show that polluted clouds
have less liquid water, not more (Platnick et al., 2000; Coakley and Walsh,
2002). Thus, the enhancement of cloud water through the suppression of
precipitation in polluted clouds is still not understood completely and there-
fore contributes to the significant uncertainty attributed to the aerosol
indirect forcing.

Liu and Daum (2002) estimated that the magnitude of the first indirect
aerosol effect can be reduced by 10 to 80 percent by including the influence
that an increasing number of cloud droplets has on the shape of the cloud
droplet spectrum. When this dispersion effect is taken into account in glo-
bal climate models, the reduction is rather moderate and amounts to 15 to
35 percent (Peng and Lohmann, 2003; Rotstayn and Liu, 2003). Lower
estimates of the indirect aerosol effect are in better agreement with inverse
calculations based on historical climate record data of oceanic and atmo-
spheric warming (Forest et al., 2002; Knutti et al., 2002; Anderson et al.,
2003a).

The presence of ice in large-scale or convective clouds allows for fur-
ther aerosol-cloud interactions. For large-scale, mixed-phase clouds,
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FIGURE 2-2 Schematic of the warm indirect aerosol effect (blue arrows) and glaci-
ation indirect aerosol effect (red arrows). SOURCE: Adapted from Lohmann
(2002).
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Lohmann (2002) showed that if in addition to mineral dust, a fraction of
the hydrophilic soot aerosol particles is assumed to act as contact ice nuclei
at temperatures between 0° and —35°C, then a “glaciation indirect effect”
results (Figure 2-2). Increases in contact ice nuclei in the present-day cli-
mate result in more frequent glaciation of clouds and increase the amount
of precipitation via the ice phase. Observations in the presence of Saharan
African dust indicate that mildly supercooled clouds at temperatures be-
tween —5 and —-9°C are already glaciated (Sassen et al., 2003).

For convective mixed-phase clouds, Rosenfeld and Woodley (2000)
analyzed aircraft data together with satellite data to show that pollution
aerosols suppress precipitation. This hypothesis is supported by a modeling
study with a cloud-resolving model by Khain et al. (2001). Taking these
results to the global scale, Nober et al. (2003) evaluated the sensitivity of
the general circulation to the suppression of precipitation by anthropogenic
aerosols by implementing a simple warm cloud microphysics scheme into
convective clouds. They found large instantaneous local aerosol forcings
reducing the warm-phase precipitation (thermodynamic effects). Menon et
al. (2002b) showed that absorbing aerosols over China change the atmo-
spheric stability and vertical motion by heating the air and, thus, the large-
scale circulation and the hydrological cycle.

The IPCC aviation report (Penner et al., 1999) identified the effects of
aircraft on upper tropospheric cirrus clouds as a potentially important
climate forcing. One aspect may be described as the direct effect due to the
formation of condensation contrails as a result of supersaturated air from
the aircraft. This effect can be nonnegligible as was found during the three-
day grounding of all U.S. commercial aircraft following the September 11,
2001, terrorist attacks. An anomalous increase in the average diurnal tem-
perature range over the United States was observed and partly attributed to
the absence of contrails from jet aircraft (Travis et al., 2002). Aerosols
emitted by the aircraft may also cause indirect effects associated with an
increase in ice nuclei in the upper troposphere. Evidence of a climate effect
of air traffic was first provided by Boucher (1999) who used ship-based
measurements of cloud cover together with fossil fuel consumption data for
aircraft to show that recent increases in air traffic fuel consumption are
accompanied by an increase in cirrus cloudiness. Recent studies (Lohmann
and Karcher, 2002) suggest that the impact of aircraft sulfur emissions on
cirrus properties via homogeneous freezing of sulfate aerosols is probably
small. Hence the question has been raised whether aircraft-generated black
carbon particles serving as heterogeneous ice nuclei, as found by Strom and
Ohlsson (1998), may have a significant impact on cirrus cloudiness and
cirrus microphysical properties.

Aerosols can also modify latent and sensible heat fluxes at the surface,
thus exerting a nonradiative forcing on the hydrological cycle. Increasing
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aerosol and cloud optical depth cause a reduction of solar radiation at the
surface. For the surface energy balance to reach a new equilibrium state, the
latent and sensible fluxes have to adjust. Because evaporation has to equal
precipitation on the global scale, a reduction in the latent heat flux leads to
a reduction in precipitation. As shown in model simulations by Liepert et
al. (2004), despite an increase in greenhouse gases, increases in optical
depth due to the direct and indirect anthropogenic aerosol effects can cause
a reduction in evaporation and precipitation. This mechanism is consistent
with observations of decreased evaporation from open pans of water over
the last 50 years. Roderick and Farquhar (2002) characterized steadily
decreasing pan evaporation due to decreases in solar irradiance resulting
from increasing cloud coverage and aerosol concentration. Increasing aero-
sol optical depth associated with scattering aerosols alone in otherwise
clear skies has been shown to produce a larger fraction of diffuse radiation
at the surface, which results in greater carbon assimilation into vegetation
(and therefore greater transpiration) without a substantial reduction in the
total surface solar radiation (Niyogi et al., 2004).

LAND-COVER AND LAND-USE CHANGES

Land-use changes include irrigation, urbanization, deforestation, deser-
tification, reforestation, grazing of domestic animals, and dryland farming.
Each of these alterations in landscape produces significant changes in radia-
tive forcing (e.g., Pitman, 2003; Kabat et al., 2004). Global maps of land-
cover changes over the past 300 years are shown in Figure 2-3. In addition,
changes in tropical forests have been reported by O’Brien (2001). There are
historical land use datasets (e.g., Ramankutty and Foley, 1999) as well as
satellite-based land-cover datasets. Satellite products include the DISCover
dataset developed under the auspices of the International Geosphere-Bio-
sphere Programme (Loveland et al., 2000) and land-cover datasets based on
MODIS/Terra data (Strahler et al., 1999).

Land-use and land-cover changes can affect the Earth’s radiative bal-

FIGURE 2-3 Global estimate of land use and land cover for (a) 1700, (b) 1900,
and (c) 1990. The human-disturbed landscape includes intensive cropland (red) and
marginal cropland used for grazing (pink). Other landscape includes, for example,
tropical evergreen and deciduous forest (dark green), savannah (light green), grass-
land and steppe (yellow), open shrubland (maroon), temperate deciduous forest
(blue), temperate needleleaf evergreen forest (light yellow), and hot desert (orange).
SOURCE: Klein Goldewijk (2001).
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ance both directly and indirectly. Direct effects include the change of albedo
and emissivity resulting from the different types of land covers that modify
the amount of shortwave radiation absorbed at the surface and of longwave
radiation absorbed and emitted at the surface. For example, the develop-
ment of agriculture in tropical regions typically results in an increase of
albedo from a low value of forest canopies (0.05-0.15) to a higher value of
agricultural fields, such as pasture (0.15-0.20). In contrast, irrigated fields
in arid areas tend to have a lower albedo than the bare, typically bright soils
they cover. The seasonal variation of albedo as a result of land-cover change
can also have pronounced effects on the net radiation at the Earth’s surface.

As shown in Figure 2-1, the IPCC (2001) reports the global-averaged
forcing due to albedo change alone as —0.25 = 0.25 W m=2. The level of
scientific understanding is listed as “very low.” The uncertainties in the
albedo change reflect the complexity of the land surface (e.g., type of veg-
etation, phenology, density of coverage, soil color). When aggregating re-
gional information about land surface up to the global scale, large global
average uncertainty ranges result. A recent assessment of the albedo change
estimates a range of —0.6 to 0.5 W m~2, with the negative values being more
likely (Myhre and Myhre, 2003).

Indirect effects of land-cover change on the net radiation include a
variety of processes related to (1) the ability of the land cover to use the
radiation absorbed at the ground surface for evaporation, transpiration,
and sensible heat fluxes (the impact on these heat fluxes caused by changes
in land cover is sometimes referred to as thermodynamic forcing); (2) the
exchange of greenhouse and other trace gases between the surface and the
atmosphere; (3) the emission of aerosols (e.g., from dust); and (4) the
distribution and melting of snow and ice. These effects are discussed below.

Indirect Effects of Land-Use and Land-Cover Change

Changes in soil wetness can significantly modify the energy balance of
continental surfaces. When soil moisture is high, most of the radiative
energy absorbed at the ground surface is used for physical evaporation and
transpiration of water. The latent heat flux is large, the sensible heat flux is
small (in arid areas, it can even be negative, a process known as the “oasis
effect”), the land-surface temperature is relatively low (compared to condi-
tions with more sensible heat flux with the same net radiation), and as a
result, the longwave radiation emitted by the land surface is relatively low.
As a result, the atmospheric boundary layer that develops above such land
is typically thin and moist. In contrast, when the soil is dry, there is no
latent heat flux, the sensible heat flux is large, the land surface temperature
is higher, and as a result, the longwave radiation emitted by the land surface
is relatively high. The planetary boundary layer developing above such land
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is typically deep and dry. Note also that soil wetness is a function of
precipitation, which itself can be affected by land cover, resulting in com-
plex land-atmosphere feedbacks. For example, Figure 2-4 illustrates sche-
matically the alteration of fluxes as a result of the conversion of forest to
cropland. The conversion alters the transpiration of water vapor into the
atmosphere. The surface albedo is usually higher when vegetation is re-
duced, exposing some of the soil.

Land-use and land-cover change can also have indirect effects by affect-
ing fluxes of greenhouse gases from the land surface. Land cover influences
the release into the atmosphere of water vapor, a greenhouse gas with
obvious impacts on clouds and precipitation. The biological activity at the
ground surface can be a sink or a source of carbon dioxide, methane, and
other gases, but these processes are still not understood and are not repre-
sented well (if at all) in climate models.

Interactions between the land and atmosphere complicate the interpre-
tation of CO, trends. CO, concentrations change in response to vegetation,
ocean, and erosional feedbacks, as well as anthropogenic emissions; some
of these fluxes are responses to variations of the climate system on multiple
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FIGURE 2-4 Schematic, based on observations in southwest France, of the influ-
ence on the surface energy budget of land-use change from forest to cropland.
SOURCE: Kabat et al. (2004).
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timescales. Biophysical feedbacks (such as transpiration) operate on time-
scales of minutes, while biogeochemical feedbacks (such as plant growth)
become significant only after several days and longer. Biogeographic
changes (such as species composition) occur over years and longer.

Land cover affects the amount of aerosols that can be lifted by wind
into the atmosphere. In general, the less dense the vegetation and the more
intense the human activity on the land, the more aerosols can be lifted by
dust storms and other updrafts. The impact of aerosols is discussed in detail
in other sections of this report.

Snow has a very significant impact on the land-cover albedo and, as a
result, on the radiation balance of the land cover. However, the same
amount of snow at a specific location and time has a different synergistic
effect with different land-cover types. For example, the albedo of an ever-
green coniferous tree canopy is lower than that of an adjacent snow-cov-
ered clearing. Land type also affects the duration of snow on the ground.

Partitioning Between Latent and Sensible Heat Fluxes on a Regional Scale

Changes in the partitioning of net radiative fluxes into sensible and
latent can substantially alter the atmospheric circulation. Using the results
from Chase et al. (2000a), where a conservative estimate of land-cover
change by humans was specified, Pielke et al. (2002) reported a globally
averaged redistribution of sensible and latent turbulent heat fluxes on the
order of 1 W m=2. Therefore, the spatial redistribution of the surface turbu-
lent fluxes indicates that the net radiation received at the surface is changed
in how the energy is inserted into the atmosphere. The surface forcing of
climate, as a result, is altered.

The effect on local climate can be substantial. Marshall et al. (2004a,b)
documented major alterations in summer rainfall and temperature, and in
freeze occurrence, due to land conversion in the twentieth century in Florida.
The observed land change between the pre-1900 period and 1993 in Florida
is shown in Figure 2-5. Figure 2-6 shows model results for the change in net
radiation at the surface, averaged over July-August, in response to that
land-use change. Over the land area shown in Figure 2-5, the two-month,
area-averaged reduction in rainfall was 10-12 percent. Freeze intensity and
duration also changed as a result of land-use conversion. In the agricultural
area just south of Lake Okeechobee, the draining of marshes and their
replacement with orchards and other agricultural crops resulted in greater
radiation loss to space with a resultant longer and more severe freeze.
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FIGURE 2-5 U.S. Geological Survey land-cover data in Florida for (left) pre-1900
and (right) 1993. SOURCE: Marshall et al. (2004Db).

SOLAR FORCING

Irradiance

The Sun’s electromagnetic radiation powers the Earth’s climate. The
blackbody temperature of the solar surface is about 5800 K, and as a result,
the spectrum of solar radiation peaks at visible wavelengths. Solar irradi-
ance is the electromagnetic radiation from the Sun incident at the top of the
Earth’s atmosphere at a distance of one astronomical unit (1 AU = 1.5 x
10" m), corresponding to the mean Earth-Sun distance. Total solar irradi-
ance (TSI), the integral of spectral irradiance, has a mean value of 1365 £ 1
W m=2 according to Active Cavity Radiometer Irradiance Monitor
(ACRIM), Earth Radiation Budget Satellite (ERBS), and Solar and
Heliospheric Observatory (SOHO) space-based radiometry. The recently
launched Solar Radiation and Climate Experiment (SORCE) radiometer
suggests a lower absolute value of 1358 W m2. Approximately equal
amounts of energy are radiated above and below 742 nm.

Solar irradiance forcing of climate arises from the change in electro-
magnetic radiation at 1 AU produced by variations in the Sun’s activity.
This forcing is the result of changes generated within the Sun, not changes
in the Earth’s orbit around the Sun. Calibrated radiometers on various
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FIGURE 2-6 July-August average net daytime
(12Z-237) radiation received at the surface for
the pre-1900 landscape (top), 1989 large-scale
meteorology with the 1993 landscape (middle),
and the difference between the 1989 simula-
tion and the pre-1900 case (bottom) in units of
W m=2. The daytime land average for the pre-
1900 case is 530 W m~2 and for the 1989 sim-
ulation is 503 W m2. SOURCE: Adapted from
Marshall et al. (2004b).

spacecraft have measured the total solar irradiance since the late 1970s.
There is an 11-year cycle in total solar irradiance of peak-to-peak ampli-
tude ~1 W m=2 (0.1 percent) in the past three cycles. Allowing for reflection
of 30 percent of this incident energy (Earth’s albedo) and averaging over the
globe, the corresponding climate forcing is of order 0.2 W m2,

Multiple TSI datasets have been combined into a composite time series
of daily total solar irradiance from 1979 to the present. This requires the
cross-calibration of measurements made by overlapping datasets to adjust
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for the different absolute scales of individual radiometers and the compari-
son of time-dependent trends among radiometers having different solar
exposures and different design. Different assumptions about radiometer
performance led to different reconstructions of TSI for the past two de-
cades. In one reconstruction (Frohlich and Lean, 2002), an 11-year total
irradiance cycle of amplitude ~1 W m=2 (0.1 percent) has approximately
equal values during successive solar minima (1986 and 1996), whereas in
another reconstruction, the 1996 minimum is 0.5 W m=2 (0.05 percent)
higher than in 1986. Willson and Mordvinov (2003) argue that this is
evidence for a long-term secular trend in total irradiance underlying the
activity cycle. If real, this increase in total solar irradiance would imply a
secular climate forcing of 0.1 W m~2 over the past two decades. The actual
increase, however, occurred during a two-year interval from 1990 to 1992
and coincides with apparent drifts in the ERBS radiometer on the Nimbus 7
spacecraft, used in the reconstructions to connect observations by ACRIM
I and II radiometers. This argues against any detectable long-term trend in
the observed irradiance to date. Likewise, models of total solar irradiance
variability that account for the influences of solar activity features—dark
sunspots and bright faculae—do not predict a secular change in the past
two decades.

Knowledge of solar irradiance variations is rudimentary prior to the
commencement of continuous space-based irradiance observations in 1979.
Models of sunspot and facular influences developed from the contemporary
database have been used to extrapolate daily variations during the 11-year
cycle back to about 1950 using contemporary sunspot and facular proxies,
and with less certainty annually to 1610. The reconstructions are based on
records of the number of sunspots on the Sun’s surface, which commenced
with the first telescopic observations of the Sun in the early seventeenth
century. These remain the longest existing direct record of solar activity.

Most historical reconstructions of total solar irradiance have assumed
that the 11-year activity cycle is superimposed on a longer-term varying
background component. In these reconstructions, which have been widely
used in climate change simulations, estimated TSI increases from the Maun-
der Minimum in the late seventeenth century to the present are in the range
of 0.2 to 0.4 percent (Lean, 2000), which corresponds to climate forcing in
the range of 0.4 to 0.6 W m=2. Circumstantial evidence from cosmogenic
isotope proxies of solar activity (1#C and 1°Be) and plausible variations in
Sun-like stars motivated the assumption of long-term secular irradiance
trends, but recent work questions the evidence from both. Preliminary
modeling of magnetic field transport on the solar surface suggests that
cosmogenic isotopes (which are controlled by heliospheric magnetic fields)
can vary in different ways and have larger secular trends than irradiance
(which is controlled by magnetic fields confined to the solar atmosphere)

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

52 RADIATIVE FORCING OF CLIMATE CHANGE

(Lean et al., 2002). Critical examination of a broader distribution of stars
and examination of their “solar-likeness” appear to contradict the initial
findings that noncycling Sun-like stars undergo Maunder-type episodes with
reduced overall brightness. Likewise, an initial study of (uncalibrated) solar
images failed to find evidence of a varying brightness component in the past
century (Foukal and Milano, 2001). The most recent studies therefore raise
the possibility that long-term solar irradiance variations may be limited to
11-year cycles.

Solar forcing estimates based on changes in total solar irradiance are
only approximations of the actual forcing. This is because of the wave-
length dependence of both the magnitude and the variability of the solar
spectrum and of atmospheric absorption that differentially attenuates the
spectrum. Forcing estimates based on total solar irradiance assume that
energy at all wavelengths reaches the Earth’s surface (or at least the tropo-
sphere) and that radiation at all wavelengths changes by the same amount.
However the solar spectrum has less flux, but varies more, at shorter wave-
lengths. Furthermore, the Earth’s stratosphere absorbs solar irradiance at
wavelengths less than 310 nm. The energy in the solar spectrum at wave-
lengths from 200 to 300 nm (15.3 W m=2) changes by about 1 percent
during the 11-year cycle and accounts for 13 percent of the corresponding
total irradiance cycle (Lean et al., 1997). Variations in solar ultraviolet
irradiance alter the production and destruction of ozone, thereby influenc-
ing stratospheric temperature, dynamics, and chemistry. The subsequent
coupling of the stratosphere with the troposphere (via radiative and dy-
namical pathways) is considered to produce indirect climate forcing by
solar irradiance.

Knowledge of variations in solar spectral irradiance is much poorer
than for total solar irradiance. Observations have been made primarily in
the ultraviolet spectrum, for only one decade, at wavelengths less than 400
nm. Estimates of variations in the visible and infrared regions have thus far
relied on models of the wavelength dependence of the competing sunspot
and faculae influences. Only the recently launched SORCE spacecraft has
the capability to measure the solar spectral irradiance with the needed long-
term precision. Preliminary data already raise questions about the modeled
infrared spectrum variability (Fontenla et al., 2003). Whereas current un-
derstanding is that faculae are dark in the IR spectrum, SORCE observes
increased IR irradiance when faculae are present on the Sun.

Ionization and Production of Cloud Condensation Nuclei

Galactic cosmic rays have one billionth of the total solar irradiance
energy, but can reach the troposphere where they produce ions that may
serve as nuclei for cloud condensation, with subsequent climatic impacts.
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Because the heliosphere influences their transport, cosmic rays exhibit fluc-
tuations that mirror solar activity. When solar activity is high, the more
complex magnetic configuration of the heliosphere and the solar wind that
flows through it from the Sun to the Earth reduce the cosmic ray flux. There
is a close inverse correspondence with solar activity of products of the
collision of cosmic ray particles with particles in the Earth’s atmosphere
(smaller pions, muons), which ground-based neutron monitors have been
measuring since the 1950s. The approximate 15 percent modulation of
cosmic ray flux by solar activity produces an energy change less than one
millionth of the energy change in the 0.1 percent total solar irradiance
cycle.

Cosmic rays also interact with air nuclei to produce isotopes such as
14C in tree-rings and '°Be in ice cores. Fluctuations in the *C and 1°Be
records (which are superimposed on the larger variations associated with
changes in the Earth’s magnetic field) are believed to reflect primarily
changes in long-term solar activity (Stuiver, 1965; Beer et al., 1990), al-
though climate effects cannot be ruled out (Lal, 1988). During the last 100
years, the 19Be record suggests a 15 percent overall decline in cosmic ray
flux.

By altering the population of cloud condensation nuclei and hence
microphysical cloud properties (droplet number and concentration), cosmic
rays may induce processes analogous to the indirect effect of tropospheric
aerosols (Carslaw et al., 2002). Since the plasma produced by cosmic ray
ionization in the troposphere is part of an electric circuit that extends from
the Earth’s surface to the ionosphere, cosmic rays may also affect thunder-
storm electrification (Carslaw et al., 2002).

Analysis of cloud cover data reveals decadal variations apparently re-
lated to solar-modulated galactic cosmic ray fluxes (Svensmark and Friis-
Christensen, 1997), but because solar activity modulates both cosmic ray
fluxes and solar irradiance, it is difficult to distinguish which forcing mecha-
nism is responsible for such empirical evidence. The evidence can readily be
reinterpreted as association of solar irradiance and cloud cover (Udelhofen
and Cess, 2001; Kristjansson et al., 2002). Using 16.5 years of cloud cover
data from the International Satellite Cloud Climatology Project (ISCCP),
Kristjansson et al. (2002) found that low cloud cover correlates better and
more consistently with total solar irradiance than with galactic cosmic rays.
The data suggest that solar irradiance variations are amplified by interac-
tions with sea surface temperature, which in turn interacts with low cloud
cover. In another study, Udelhofen and Cess (2001) found a high coherence
between cloud cover inferred from ground-based observations and solar
variability over the United States from 1900 to 1987 (but of opposite phase
to that found in the ISCCP low clouds). Using cloud coverage simulated by
a climate model, they found cloud cover variations in phase with solar
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variability but not with the galactic cosmic ray flux. They suggest that the
cloud variability is affected by a modulation of the atmospheric circulation
resulting from variations in the solar-UV-ozone-induced heating of the at-
mosphere.

Orbital Variation

Earth’s distance from the Sun does not remain constant at 1 AU. Rather,
the eccentricity of Earth’s orbit (currently 0.0167) and the tilt of its axis
relative to the orbital plane result in continual changes in the amount and
distribution of solar electromagnetic radiation that the Earth receives. In
modern times this variation is £3.5 percent during the year, with maximum
energy and minimum distance in January.

Indirect Effects Through the Stratosphere

Of the Sun’s mean total radiative output of 1365 W m=2, 15 W m2 (~1
percent) of energy is in the ultraviolet spectrum and does not reach the
Earth’s surface (e.g., Lean et al., 1997). This energy is deposited in the
stratosphere, where it drives ozone formation (and also destruction). Al-
though unavailable for direct forcing of climate, it may induce indirect
climate effects as a result of radiative and dynamical coupling of the strato-
sphere and troposphere. The regional pattern of such indirect climate forc-
ing is likely quite different from the effects of direct surface heating by solar
radiation.

The effect of solar cycle UV irradiance changes on stratospheric ozone
are now relatively well established as a result of extensive space-based
datasets that span more than two solar activity cycles (McCormack et al.,
1997). As Figure 2-7 illustrates, the 11-year cycle of ~1 percent peak-to-
peak amplitude in middle UV radiation is associated with a 2 to 3 percent
modulation of global total atmospheric ozone. The solar UV-induced ozone
effects vary with geographic location and altitude, and appear to induce a
significant tropopause response (Hood, 2003).

As with tropospheric climate, solar-induced ozone changes occur si-
multaneously with other natural and anthropogenic effects that must be
understood and quantified in order to isolate the solar component (Jackman
et al., 1996; Geller and Smyshlyaev, 2002). Most evident is a long-term
downward trend in total ozone concentrations associated with increasing
concentrations of CFCs. The 11-year solar cycle is superimposed on this
trend (Figure 2-7), as are the influences of volcanic aerosols (which warm
the stratosphere while cooling the surface), greenhouse gas increases (which
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cool the stratosphere while warming the surface), and internal variability
modes (in particular the quasi-biennial oscillation).

Energetic particles (1 to 100 MeV) produced during eruptive solar
events can also produce significant episodic ozone depletion, primarily at
higher latitudes (where the particles preferentially enter the Earth’s atmo-
sphere) and for relatively short periods (days). Ozone depletion arises from
the odd nitrogen chemical destruction cycle that the particles initiate
(Jackman et al.,, 2001). These depletion events, whose frequency and
strength vary with solar activity, are superimposed on the more sustained
solar UV radiation-induced ozone changes that occur during the 11-year
solar cycle.

The extent to which solar UV radiation and energetic particle effects
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FIGURE 2-7 Top panel: global total atmospheric ozone observed by the TOMS

satellite (McCormack et al., 1997). Bottom panel: solar ultraviolet irradiance ob-
served at 200-295 nm (Lean et al., 1997).
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have indirect climatic impacts depends on the coupling of the stratosphere
with the troposphere. Both radiative and dynamical couplings are surmised
(Figure 2-8). Since ozone absorbs electromagnetic radiation in the UV,
visible, and IR spectral regions, changes in ozone concentration can affect
Earth’s radiative balance by altering both incoming solar radiation and
outgoing terrestrial radiation. Simulations of this effect (Lacis et al., 1990)
show (Figure 2-8) that the net change of surface temperature depends on
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FIGURE 2-8 Change in surface temperature resulting from a change in ozone
concentration as a function of altitude. SOURCE: adapted from Lacis et al. (1990).
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the altitude of the ozone change; increases below 29 km produce surface
warming, and increases above 29 km produce surface cooling. Model simu-
lations suggest that such radiative coupling effects can alter the strength of
the Hadley cell circulation, with attendant effects on, for example, Atlantic
hurricane flows (Haigh, 2003).

Solar-induced indirect effects on climate may also involve altered modes
of variability. Model simulations and analyses of patterns of variability
suggest that the Arctic Oscillation (AQ), or Northern Annular Mode
(NAM), and its subset the North Atlantic Oscillation (NAQO) propagate
from the stratosphere to the troposphere (Baldwin and Dunkerton, 1999).
Radiative forcings that impact the stratosphere could alter this coupling.
Contemporary observations suggest that the NAM manifests itself prima-
rily in the North Atlantic sector, as the NAO, during solar cycle minima,
and extends more uniformly over all longitudes, as the AO, during solar
maxima (Kodera, 2002). The effect of the Sun on the NAM may further
depend on the phase of the quasi-biennial oscillation (QBO) in strato-
spheric equatorial winds (Ruzmaikin and Feynman, 2002). Reduced solar
activity in the Maunder Minimum may have produced a negative NAO
phase (compared with the current positive phase), based on empirical analy-
sis of historical surface temperature fields and model simulations (Shindell
et al., 2001b). Additional evidence that the phase of the QBO changes with
the solar cycle (Salby and Callaghan, 2000) underscores the complicated,
multifaceted nature of indirect solar effects on climate.

VOLCANIC ERUPTIONS

Emissions from volcanic eruptions have multiple effects on climate as
listed in Table 2-3 (Robock, 2002). A number of studies have evaluated the
role of volcanic forcing in climate change during the twentieth and earlier
centuries (Free and Robock, 1999; Crowley, 2000; Bertrand et al., 2002;
Bauer et al., 2003). These studies suggest that volcanic forcing is the domi-
nant source of natural global radiative forcing over the past millennium.
The greater prevalence of explosive volcanic activity during both the early
and the late twentieth century and the dearth of eruptions over the interval
from 1915 to 1960 represents a significant natural radiative forcing of
twentieth century climate (e.g., Crowley, 2000). Similarly, the longer-term
volcanic radiative forcing has been associated with a significant long-term
forced cooling from A.D. 1000 to A.D. 1900 resulting from a general
increase in explosive volcanic activity in later centuries (Crowley, 2000;
Bertrand et al., 2002; Bauer et al., 2003; Crowley et al., 2003; Hegerl et al.,
2003). Some spatially resolved simulations of volcanic forcing indicate a
large continental summer cooling but a tendency for a dynamically in-
duced, offsetting winter warming (Stenchikov et al., 2002; Shindell et al.,
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TABLE 2-3 Effects of Large Explosive Volcanoes on Weather and
Climate

Effect and mechanism Begins Duration

Reduction of diurnal cycle Immediately 1-4 days
Blockage of shortwave and emission of
longwave radiation

Reduced tropical precipitation 1-3 months 3-6 months
Blockage of shortwave radiation, reduced
evaporation

Summer cooling of Northern Hemisphere tropics 1-3 months 1-2 years

and subtropics
Blockage of shortwave radiation

Reduced Sahel precipitation 1-3 months 1-2 years
Blockage of shortwave radiation, reduced land
temperature, reduced evaporation

Stratospheric warming 1-3 months 1-2 years
Stratospheric absorption of shortwave and
longwave radiation

Winter warming of Northern Hemisphere 6-18 months 1 or 2 winters
continents

Stratospheric absorption of shortwave and

longwave radiation, dynamics

Global cooling Immediately 1-3 years
Blockage of shortwave radiation

Global cooling from multiple eruptions
Blockage of shortwave radiation Immediately Up to decades

Ozone depletion, enhanced UV radiation
Dilution, heterogeneous chemistry on aerosols 1 day 1-2 years

SOURCE: Robock (2000).

2003). This result contrasts with the response to solar forcing, for which
the dynamical and radiative responses appear to reinforce constructively.
Past histories of radiative forcing by explosive volcanic activity are
typically constructed from sulfate aerosols contained in annual ice core
layers (e.g., Robock, 2000). Spikes of sulfate in the ice core records reflect
volcanic injection to the lower stratosphere, where the lifetime is a year or
longer, allowing transport to polar regions and eventual deposition after
subsidence to the troposphere (Robock and Free, 1995). The longer the
residence time of the aerosol in the lower stratosphere, the greater is the
associated negative shortwave radiative forcing of the surface through the
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reflection of radiation back to space. Assumptions must be made regarding
the relationship between the sulfate aerosol deposited at the surface and the
extent and duration of a significant stratospheric dust veil. These assump-
tions are highly uncertain and can be only partially tested for a few recent
eruptions (e.g., Stenchikov et al., 1998). Greater concentrations of trapped
sulfates are typically indicative of larger eruptions, although the proximity
of the source region to the ice core may be a complicating factor. Explosive
tropical eruptions are more likely to impart a significant global radiative
forcing because they provide an opportunity for the aerosol to spread
throughout the global lower stratosphere. An eruption is assumed to have
occurred in the tropics if its aerosols are recorded in ice cores at both poles.

Other indices of past volcanic activity have also been developed in past
work. These include the Volcanic Explosivity Index, or VEI, which is based
on qualitative volcanological information and should therefore be used
with caution in studies seeking quantitative estimates of climate response
(Robock and Free, 1995), and the Dust Veil Index (DVI; see, e.g., Robock,
2000). Some authors argue that the use of climate information in some DVI
estimates leads to a potential circularity in using this index to diagnose
climate response. Tree-ring reconstructions of continental summer tem-
perature variations have also been used to estimate past volcanic forcing
histories (Briffa et al., 1998), although a similar circularity obviously exists
if the associated volcanic histories are used to diagnose the climate response
to volcanic forcing. Zielinski (2000) and Robock (2000) provide excellent
reviews and critiques of various indices of past explosive volcanic activity.

Ice core volcanic radiative forcing estimates have been developed for
the past century to the past couple of millennia by numerous researchers
(Robock and Free, 1995, 1996; Robertson et al., 1998; Robock, 2000;
Crowley, 2000; Ammann et al., 2003; Crowley et al., 2003). The choice of
ice cores used to define the volcanic forcing chronology leads to some
significant differences among these different estimates. Some of the esti-
mates assume that tropical eruptions dominate the annual global mean
radiative forcing (e.g., Free and Robock, 1999; Crowley, 2000), whereas
other reconstructions seek to take into account the influence of the latitudi-
nal and seasonal characteristics of the eruptions (Robertson et al., 1998;
Ammann et al., 2003).

OCEAN COLOR

Recognized biologically related surface forcings associated with the
oceans include ocean color as well as biogenic aerosol emissions (e.g.,
dimethyl sulfide). Ocean color refers to the radiance backscattered at the
air-sea interface. It is determined by water molecules (the blue wavelengths
in particular), phytoplankton and detrital particles, and nonbiogenic sedi-
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ments in coastal waters (Yoder et al., 2001). Bacteria, viruses, colloids, and
small bubbles are also possible contributors.

Shell et al. (2003) used a global climate model to assess the role of
ocean color in the sea surface temperature and other aspects of the climate
system. They found that phytoplankton warm the surface by about 0.05°C
on a global average basis. They also found that the large-scale atmospheric
circulation is significantly affected by regional alterations of ocean color.
These results suggest that the radiative effects of phytoplankton should not
be overlooked in studies of climate change.

Frouin and Tacobellis (2002) also determined that absorption of sun-
light by phytoplankton must be included in the global radiation budget.
They estimated that, compared to pure seawater, the globally and annually
averaged outgoing radiative flux is decreased by 0.25 W m2 due to ocean
phytoplankton. In coastal and high-latitude regions, the forcing can reach
around 1.5 W m2. They also found that the amount absorbed was species
dependent.

TELECONNECTIONS AND RADIATIVE FORCING

Linkages between weather or climate changes occurring in widely sepa-
rated regions of the globe are referred to as teleconnections. The extent to
which regionally concentrated radiative forcing can affect climate via
teleconnections is a matter of current research. Determining the importance
of regional forcings, such as those from aerosols or land-use change, re-
quires an understanding of the role of teleconnections that can lead forcings
in one region to have effects on other regions far away. Teleconnections are
most commonly thought of with respect to the transport of energy by
atmospheric waves (Tsonis, 2001). For example, regional and global
weather patterns have been associated with sea surface temperature anoma-
lies (e.g., Hoerling and Kumar, 2003). Radiative and nonradiative forcing
due to regional land-use change can also result in large differences in atmo-
spheric circulation patterns at large distances from the landscape distur-
bance. For example, land-use change can alter deep cumulonimbus pat-
terns, which affect atmospheric circulation in distant regions (Chase et al.,
2000a).

Avissar and Werth (2005) found that deforestation of tropical regions,
through teleconnections similar to those produced during El Nifio events,
has a significant impact on the rainfall of other regions. In particular, they
found that the U.S. Midwest is the continental region the most negatively
affected by the deforestation of Amazonia and Central Africa during spring
and summer, when rainfall decrease could severely damage agricultural
productivity in that region. These results are summarized in Figure 2-9.
Avissar and Werth (2005) conclude that tropical deforestation considerably
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FIGURE 2-9 Annual cycle of precipitation (mm day=!) in continental regions par-
ticularly affected by the deforestation of Amazonia (red), Central Africa (green),
and Southeast Asia (blue). The blue curves represent the mean monthly precipita-
tion before massive deforestation started in tropical regions (i.e., the “control”
case). The red curves indicate the corresponding precipitation following tropical
deforestation. The size and location of the color-coded areas corresponding to the
deforested regions are at scale. Color-coded ellipses indicate the regions in which
tropical forest (in green on the 1-km resolution land-cover map used for the back-
ground) was replaced with a mixture of shrubs and grassland. SOURCE: Avissar
and Werth (2005).

alters the sensible and latent heat released into the atmosphere and the
associated change of pressure distribution modifies the zones of atmo-
spheric convergence and divergence, which shift the typical pattern of the
Polar Jet Stream and the precipitation that it engenders.

Radiative forcing by aerosols has also been associated with
teleconnected responses in distant locations. For example, a GCM simula-
tion by Chung and Ramanathan (2003) shows that absorbing aerosols over
South Asia and the North Indian Ocean can cause subsidence motions over
most of the tropics, which would have a drying effect (Figure 2-10).
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FIGURE 2-10 Velocity potential for the lower troposphere (850 hPa or about 1.5
km) in the lower panel and for the upper troposphere (200 hPa) in the upper panel.
The solar heating by absorbing aerosols, mainly due to black carbon, is concentrat-
ed over South Asia and the North Indian Ocean (i.e., over the red shaded regions in
the lower panel). The red region in the lower panel shows areas of convergence of
air or alternately rising motions in response to the solar heating of the lower atmo-
sphere by black carbon. The convergence at the lower levels is followed by diver-
gence (air flowing out of the region) at the upper levels (the blue shaded region in
the upper troposphere) over the source region. SOURCE: Adapted from Chung and
Ramanathan (2003).
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Radiative Forcing Over Earth’s History

(Ruddiman, 2001). This includes (1) geological timescales (tens of

millions of years) over which the output of the Sun, concentrations
of greenhouse gases, and volcanism vary significantly; (2) timescales of tens
to hundreds of thousands of years, over which Earth orbital and astronomi-
cal changes appear to dominate the variability of the climate system; (3)
timescales of millennia to multimillennia as exemplified by evidence from
our present interglacial climate, the Holocene; and (4) modern timescales of
approximately the past 1000 years during which natural and anthropo-
genic influences can be compared. Only for the past few decades are there
direct observations (primarily from space) of multiple forcings and the
global surface temperature data needed to assess their forcing effects. In this
chapter, forcings over each of these timescales are discussed. Tropospheric
forcing and response are emphasized because they have been the primary
focus of scientific investigation to date.

Radiative forcing operates on all timescales over Earth’s history

GEOLOGICAL TIMESCALES

Solar Luminosity

For most of the Sun’s 4.5 billion years, the conversion of four hydrogen
atoms to one helium nucleus in its core has produced the energy that heats
the Sun’s surface. The temperature of the Sun’s surface determines the
amount and spectral shape of the energy that the Sun radiates toward the
Earth. According to standard stellar models, as the Sun uses energy, its core

63
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density increases and the core shrinks slightly. This causes the core to heat
up, which increases the Sun’s energy output. Running the standard models
backward suggests that at the time of Earth’s formation, the Sun was only
70 percent as bright as it is now (Figure 3-1). At the same time however, the
Sun was more active, possibly because it rotated three times faster than
today, and the rotation helps create the dynamo that drives solar activity,
thereby generating stronger magnetic fields (Noyes, 1982). Solar irradiance
variations were likely irregular, with large dark spots dominating the sur-
face. Total irradiance therefore likely varied inversely with activity. Al-
though total brightness was lower overall, the ultraviolet (UV) irradiance of
the early Sun may have been much higher than today. Solar rotation has
slowed because of the loss of mass (and angular momentum) in the solar
wind. Solar activity level has decreased because of the resultant decrease in
dynamo action, and activity cycles have become more regular.

Today the Sun is middle aged with an anticipated remaining life of
about 4 billion years. It rotates once every 27 days and it is brighter, not
dimmer, when it is more active and has more spots. This is because mag-
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FIGURE 3-1 The Faint Young Sun Paradox. Solid line is solar luminosity relative
to present (S/S,). T, is Earth’s surface temperature and T, is Earth’s effective radiat-
ing temperature. Thick vertical bars are glaciations. SOURCE: Modified from Kast-
ing and Catling (2003).
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netic fields produce not only dark spots but also bright faculae, whose
brightening effects exceed (by a factor of two) the sunspot dimming. As it
ages further, the Sun’s rotation rate will continue to decrease, but much
more slowly because the solar wind is weak. More regular brightness cycles
in phase with solar activity and dominated increasingly by bright faculae
are expected (Baliunas et al., 19935).

Carbon Dioxide

The weak solar luminosity on the early Earth has posed a long-standing
problem whose solution may implicate the greenhouse effect of CO, as a
long-term temperature regulator. Climate models suggest that for a 30
percent weaker Sun and a modern greenhouse gas concentration, water
would have been frozen from 4.5 Ga (billion years ago) until about 2.3 Ga
(Sagan and Mullen, 1972), yet geological evidence from well before 2.3 Ga
documents a vigorous hydrologic cycle and a diverse marine biota (Sagan
and Mullen, 1972; Kasting; 1993; Kump et al., 2000). This contradiction
has come to be known as the Faint Young Sun Paradox (Figure 3-1).

The most widely accepted solution to the paradox, based both on
models and geological data, is that the early Earth was warmed by a high
concentration of greenhouse gases, probably mainly CO, , perhaps in the
range of a few hundred to 1000 times present atmospheric levels (Kump et
al., 2000). To explain such high levels of atmospheric CO,, most attention
has focused on the dominant process that draws down atmospheric CO,
relative to production on geological timescales: the chemical weathering of
continental silicate rocks illustrated in the following chemical reaction
(Kasting, 1993; Kump et al., 2000; Ruddiman, 2001).

H,O + CO,

Rain Atmosphere
\ I'd
CaSio, + H,CO4 - CaCO, + SiO, + H,O0 + '/, O,
Continental Carbonic Shells of
silicates acid (soils) marine

organisms

Because silicate weathering rates vary with temperature (by a factor of
about two for each 10°C) and area of exposed continental silicate rocks
(Ruddiman, 2001), it has been argued that on a cold early Earth with small
continental mass (Kump et al., 2000), the negative feedback from severely
reduced silicate weathering rates would have led to a build up of volcanic
CO,.

However, if the large CO, greenhouse effect remained unchanged as
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solar luminosity increased, the global temperature of the modern Earth
would be too hot for nearly all forms of present-day life (Kump et al.,
2000). The suggested solution to this problem is once again a silicate weath-
ering-CO, negative feedback. Higher temperatures and larger continents
would have increased continental silicate weathering rates, thereby decreas-
ing the CO, greenhouse effect and cooling the Earth. Thus, many regard the
silicate weathering-CO, negative feedback as a thermostat that prevented
permanent freezing of the early Earth and, later, prevented permanent tem-
peratures too hot for life.

It should be emphasized, however, that much of what has been said
above is based more on models and inference from evidence of warmth on
early Earth than on conclusive proxy evidence. In addition, some have
argued that methane may have been an important constituent of the early
atmosphere (Kasting and Catling, 2003; Rye et al., 1995; Catling et al.,
2001; Hessler et al., 2004) and that production of volcanic CO, may have
been an important source of the early Earth’s higher CO, greenhouse effect
(Ruddiman, 2001). More speculative solutions of the Faint Young Sun
Paradox suggest that the early Sun might have been hotter than previously
thought (Wuchterl and Klessen, 2001) or that a decreased cosmic ray flux,
resulting from an early Sun’s stronger solar wind, may have reduced cloud
cover and raised global temperatures (Shaviv, 2003).

Geological evidence also suggests that atmospheric CO, changed dra-
matically on timescales of a few to tens of millions of years during the
Phanerozoic (Figure 3-2). These changes are on the order of 5§ to 10 times
present atmospheric level. The record suggests that for at least two-thirds of
the last 400 My (million years), levels of atmospheric CO, were much
higher than at present. It appears that these oscillations in atmospheric CO,
were linked to recurring changes from greenhouse to icehouse climate states.

The cause of the large atmospheric CO, changes during the last 400
My is hotly debated. One view, known as the Berner-Lasaga-Garrels
(BLAG) hypothesis, proposes that atmospheric CO, changed in response to
changes in seafloor spreading rates (Berner et al., 1983). Higher spreading
rates increase volcanic activity at both divergent and convergent plate
boundaries, thereby increasing the rate of release of volcanic CO, from the
large rock reservoir of carbon. Plate motion reconstructions for the last 100
My (the limit for which this can be done) suggest that at about 100 Ma
(million years ago), spreading rates were 50 percent faster than today;
however, during the last 15 My, CO, levels fell at the same time that
spreading rates increased, calling into question any simple relation between
spreading rates and CO, (Ruddiman, 2001).

A second view is that plate tectonic-driven uplifts of large plateaus,
formation of mountain ranges, and amalgamation of supercontinents
(which appear to be associated with low relative sea level) cause large
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FIGURE 3-2 (A) Comparison of model predictions (GEOCARB III; Berner and
Kothavala, 2001) and proxy reconstruction of CO, based on a new compilation of
372 published observations (Royer et al., 2004). Shaded area = error of model
predictions. Light blue lines between about 160 and 60 Ma are times of brief,
geographically limited glaciations in high latitudes (Royer et al., 2004). (B) Latitu-
dinal distribution of major Phanerozoic ice sheets (Crowley, 1998). (C) Compari-
son of temperature variations from Royer et al. (2004) with those of Shaviv and
Veizer (2003). The discrepancy with the Royer et al. (2004) observations suggest
that the model of Shaviv and Veizer is incorrect.
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increases in the exposure of areas of new, fresh continental silicate rocks to
chemical weathering (Kump et al., 2000; Ruddiman, 2001). This is thought
to have led to increased silicate weathering rates in the uplifted areas, which
as explained in the preceding section would have drawn down atmospheric
CO,. There is, however, little conclusive geological evidence demonstrating
that the large landmasses required by the hypothesis actually existed.

It is important to emphasize that if either of the two hypotheses is
correct, atmospheric CO, changes during the Phanerozoic can be regarded
as direct radiative forcings and not feedbacks. That is, just as the source of
the CO, forcing in the last few decades lies largely outside the climate
system (human influences), the source of the Phanerozoic CO, forcing lies
in changes in plate tectonics that occurred over tens of millions of years.

Shaviv and Veizer (2003) have suggested that changes in cosmic ray
fluxes reaching Earth may occur as the solar system passes through the
Milky Way’s spiral arms and may account, through the influence of cosmic
rays on cloud formation, for the major variations in global mean tempera-
ture and continental glaciation during the Phanerozoic. A critical examina-
tion of the physical and statistical issues underlying this argument, how-
ever, reveals that the claimed relationship is likely spurious (Rahmstorf et
al., 2004).

Methane

The largest modern reservoirs of methane are methane hydrates buried
in sediments of deep lakes and marine continental slopes. The marine reser-
voir is estimated to be between 500 and 24,000 Gt (billion tons) of carbon,
with a best guess assessment of 10,000 Gt (Kvenvolden, 2002). It has been
suggested that if enough of the oceanic reservoir were released to the atmo-
sphere by ocean warming or by landslides on the continental slopes, it
could produce a brief episode of global warming and a severe perturbation
of the carbon cycle. Details of the mechanism have been summarized in
Katz et al. (2001).

The most convincing evidence for this type of radiative forcing during
the geological past comes from deep and surface ocean records of a remark-
ably abrupt shift in both oxygen and carbon isotopes dated at about 55 Ma
and known as the Paleocene-Eocene Thermal Maximum (PETM). Deple-
tions in 8'80 imply abrupt ocean warmings, perhaps by as much as 3.5 to
4°C in tropical and subtropical latitudes (Tripati and Elderfield, 2004). The
exceptionally large depletion in 813C of 2 to 4%. (parts per thousand) is
taken to be consistent with a release and subsequent oxidation of between
1500 and 2000 Gt of methane hydrate carbon with a 813C signature of
about —60%o, a typical value for biogenic methane carbon. Model simula-
tions taking into account both the atmospheric chemistry and the radiative
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forcing associated with such an increase in methane concentrations success-
fully reproduce the estimated warming (Schmidt and Shindell, 2003).

If the methane release was triggered by plate-tectonic changes, includ-
ing possible influences on landslides on continental slopes, as an increasing
amount of evidence suggests (Katz et al., 2001), then, as argued for the
Phanerozoic CO,, methane was a radiative forcing agent during the geo-
logical past that was produced by a mechanism operating outside the cli-
mate system. A recent analysis, however, has revised the amount of marine
methane carbon downward to between 500 and 2500 Gt (Milkov, 2004).
Kent et al. (2003) have argued that if the revised estimate is correct and
applies to the time of the Paleocene-Eocene transition, then ocean methane
carbon released by any mechanism probably would have been insufficient
to cause a recognizable perturbation of climate and the carbon cycle. They
propose instead that a large comet impact might be the more likely explana-
tion for the PETM.

Volcanic Aerosols from Flood Volcanism

Although aerosols produced by strong eruptions of individual volca-
noes, such as those along subducting plate boundaries, alter climate for
only a year or two at most, aerosols from another category of volcanism,
perhaps related to plate tectonics, may force much longer changes in Earth’s
climate. This type of volcanism, known as flood volcanism, results from
deep heating and melting of the mantle at “hot spots.” On Earth’s surface
above the hot spots, the mechanism causes repeated eruptions of basaltic
lava that persist for as long as 1 or 2 My. The eruptions produce enormous
basaltic plateaus, known as large igneous provinces (LIPs), that range from
7.5 x10° to 55 x 106 km3 in volume.

According to Thordarson et al. (2003) and Self et al. (1997), the vola-
tile mass released by flood volcanism is enormous—on the order of 10,000
Mt (megatons) of SO, per 1000 km? of magma erupted. Amounts of H,O
and CO, are likely on the same order as SO, emissions. Judging from the
volume of individual continental LIPs, the volcanism that produced them
released 10,000 Mt of SO, into the atmosphere, which is equivalent to
1000 Mt per year for a 10-year-long event. This is a huge amount com-
pared to the 20 Mt released during the eruption of Mt. Pinatubo. By anal-
ogy with the Laki flood eruption in Iceland in 1783 and 1784, about 70
percent of the volatiles released at a flood vent are lofted to upper tropo-
spheric-lower stratospheric heights. Thus, the large flood basalt volumes of
LIPs over time, particularly on continents, may have caused widespread
climate perturbations if the eruption recurrence intervals were shorter than
the recovery time of the environment between eruptions. Sparse dating of
flows within LIPs precludes any firm estimate of eruption frequency. Even
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so, claims have been made that a correlation may exist between the timing
of major LIP growth and major mass extinctions during the Phanerozoic
(Haggerty, 1996; Morgan et al., 2004).

GLACIAL-INTERGLACIAL TIMESCALES

The magnitude and distribution of solar radiation, or insolation, re-
ceived by the Earth’s surface varies due to change in Earth’s location and
orientation relative to the Sun. Over periods of 100,000 and 400,000 years,
the Earth’s orbit around the Sun varies from nearly circular (eccentricity =
0.00) to slightly elliptical (eccentricity = 0.06). Received total radiative
energy changes by about 0.1 percent as a result of the altered distance of the
Earth from the Sun. The tilt, or obliquity, of Earth’s orbit, which is cur-
rently approximately 23.5° from an axis perpendicular to the plane of
orbit, is primarily responsible for the existence of seasons. Variations in the
obliquity from 22.1° to 24.5° alter the seasonal distribution of radiation on
the Earth’s surface with a period near 41,000 years. Polar regions receive
greater insolation when the tilt is largest. Precession of the Earth’s orbit,
which occurs with a roughly 22,000-year periodicity, further modulates
seasonality, influencing the relative timing of Earth’s closest approach to
the Sun (perihelion) relative to the timing of seasons. Currently, perihelion
coincides approximately with the Northern Hemisphere winter solstice (fa-
voring decreased seasonal changes in response to seasonal changes in inso-
lation), but the reverse was true 12,000 years ago, at the beginning of the
Holocene period.

Periods of approximately 22,000, 41,000, and 100,000 years are preva-
lent in paleoclimate records and are generally considered to relate, at least
in part, to orbital forcing. However, interpreting the dominant 100,000-
year cycle in this way is problematic because insolation changes of the order
0.1 percent are too small to have produced the extensive glaciation and
cooling of the glacial cycles (Raymo, 1998) and are insufficient to generate
the observed variations in model simulations (Kukla and Gavin, 2004). The
weak eccentricity forcing must be amplified by the climate system, but the
amplifying mechanisms are not well understood. Broecker (1994) noted
that glacial terminations are abrupt, in marked contrast to the gradual
(sinusoidal) changes in orbital variations. Wunsch (2004) has argued from
statistical analyses of climate records that orbital forcing of the 100,000-
year glacial cycles accounts for only 20 percent of the variance and is likely
indistinguishable from chance. He concluded that broadband stochastic
processes are probably the dominant control on glacial cycles.
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HOLOCENE

The pre-modern Holocene spans the present interglacial from its onset
11,500 years ago to the time when a reasonable amount of observational
data became available, about 1000 years ago. The pre-modern Holocene is
regarded as probably the best source of information for understanding how
natural radiative forcing agents have changed on timescales of millennia to
multimillennia within a modern-like interglacial climate. New evidence sug-
gests that at least regionally the entire ~10,000-year interglacial period
contains relatively large oscillations of millennial to multimillennial dura-
tion (Hodell et al., 1991; Bianchi and McCave; 1999; deMenocal et al.,
2000; Bond et al., 2001; Haug et al., 2001; Thompson et al., 2002; Friddell
et al.,, 2003; Hu et al., 2003; Poore et al., 2003; Niggemann et al., 2003;
Magny and Bégeot, 2004).

Orbital-Forced Solar Insolation

Solar insolation changed during the course of the pre-modern Holocene
by about 10 to 20 W m™2, in opposite phase for winter and summer. The
peak high-latitude summer insolation between about 7,000 and 11,000
years ago likely favored warmer high-latitude summers (sometimes referred
to as the Holocene optimum), but cooler high latitude winters and slightly
cooler tropical summers, with any net hemispheric or global-scale changes
representing a subtle competition between these seasonally and spatially
heterogeneous changes (Hewitt, 1998; Kitoh and Murakami, 2002; Liu et
al., 2003) and seasonally specific (e.g., vegetation-albedo) feedbacks (e.g.,
Ganopolski et al., 1998). Recent modeling studies suggest that mid-Ho-
locene global mean surface temperatures may actually have been cooler
than those of the mid-twentieth century, even though extratropical sum-
mers were likely somewhat warmer (Kitoh and Murakami, 2002).

Extratropical summer temperatures appear to have cooled (Figure 3-3)
over the subsequent four millennia (e.g., Matthes, 1939; Porter and Denton,
1967). This period is sometimes referred to as the “Neoglacial” because it
was punctuated with periods of glacial advance and retreat of extratropical
and tropical mountain glaciers (Grove, 1988). It is reminiscent of, although
far more modest than, a full glacial period of the Pleistocene epoch. In
many cases, glacial advances appear to have culminated in extensive valley
glaciers during the so-called Little Ice Age between the seventeenth and
nineteenth centuries.
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FIGURE 3-3 Changes in insolation over the last 12,000 years at the equator and
45°N for July and December (data from Laskar, 1990). Holocene optimum (warm
climate) and Neoglacial (cold climate with increasing numbers of advancing valley
glaciers in direction of the large arrow) are climatic events thought to have been
associated with the summer insolation changes.

Greenhouse Gases

Prominent multimillennial to millennial time-scale changes in the green-
house gases CO, and methane occurred during the pre-modern Holocene,
as documented by measurements from Antarctic and Greenland ice cores
(Figure 3-4). Blunier et al. (1995) suggested that changes in methane re-
flected changes in the hydrological cycle at low latitudes. This interpreta-
tion appears to be supported by evidence that the minimum in methane
coincides with the time at which many tropical lakes dried up. The subse-
quent increase in methane is thought to reflect an increasing contribution
from northern wetlands as these areas recovered from inhibited growth
during earlier, colder temperatures. The large, abrupt decreases in methane
in the early Holocene coincide with abrupt coolings in at least the North
Atlantic and western European regions. It has been argued recently that
interpolar methane gradient data from ice cores is evidence of an abrupt
switching on of a major Northern Hemisphere methane source, probably in
Siberia, in the early Holocene between about 9,000 and 11,500 years ago
(Smith et al., 2004).

Indermiihle et al. (1999) interpreted the changes in CO, together with
313C as evidence of changes in terrestrial biomass and sea surface tempera-
tures. The decline in CO, between about 7,000 and 11,000 years ago is
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FIGURE 3-4 Changes in the greenhouse gases CO, and methane over the last
12,000 years. Methane (CH,) data from GRIP ice core, Summit Greenland (Blunier
et al., 1995), and CO, from Taylor Dome ice core, Antarctica (Indermiihle et al.,
1999).

thought to have occurred as the terrestrial biomass began to increase after
the end of the glaciation. This is consistent with the view of Smith et al.
(2004) that growth of the large methane source in the early Holocene drew
down atmospheric CO,. The subsequent overall increase in CO, to the
present is thought to reflect a change to colder and drier conditions in
tropical and subtropical regions associated with the Neoglacial trend de-
scribed above. In this scenario, from about 7,000 years ago to the present,
the growing peatlands of the northern latitudes are a source of methane,
while the decrease in tropical biomass causes an increase in atmospheric

CO,.

Solar Irradiance

Estimates of solar irradiance variations during the pre-modern Ho-
locene assume that cosmogenic isotope information recorded in tree rings
(14C) and in ice cores (1°Be) provide useful irradiance proxies (Figure 3-5).
Yet, whereas the source of irradiance variations are magnetically active
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regions near the surface of the Sun, cosmogenic isotope variations occur
because magnetic fields in the extended solar atmosphere in interplanetary
space (the heliosphere) modulate the flux of galactic cosmic rays that reach
Earth’s atmosphere (see Bard et al., 2000; Crowley, 2000; Webber and
Higbie, 2003). Thus, the exact relation between the two is far from clear.

Even so, several recent studies document a relatively close connection
at millennial timescales between regional climate proxies and nuclide varia-
tions (colored heavy lines in the smoothed records in Figure 3-5). Correla-
tions have been found in a number of Holocene records from regions
influenced by the Indian and Asian monsoons, in cave deposits from Eu-
rope, in marine sediments from the North Atlantic and the Gulf of Mexico,
and in records of precipitation from southwestern Alaska (Bond et al.,
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FIGURE 3-5 Changes in the cosmogenic nuclides (a) 19Be and (b) 14C over the last
12,000 years. These changes are taken as proxies of solar activity. Up-pointing
peaks indicate reduced activity. 10Be from GRIP/GISP ice cores and 14C from tree-
ring measurements. Light black lines are the detrended raw records; heavy colored
line represents the same data subject to a binomial smoothing to bring out millenni-
al variability. SOURCE: Adapted from Bond et al. (2001).
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FIGURE 3-6 One example from the eastern North Atlantic of the climate-nuclide
connection. Blue lines are smoothed 14C data from Figure 3-5(b); red line is the
drift ice record from North Atlantic based on hematite-stained grains (HSG). Up-
pointing peaks are relatively colder, possibly by about 1°C, compared to the mean.
SOURCE: Adapted from Bond et al. (2001).

2001; Hong et al., 2003; Hu et al., 2003; Niggemann et al., 2003; Poore et
al., 2003).

It appears from such correlations that the solar-driven nuclide varia-
tions impact climate, at least on a regional scale, enough to leave an imprint
in the proxy data (Figure 3-6). These results suggest either that the nuclide-
solar irradiance connection is more direct and robust than models suggest,
that there are amplified responses of the climate to solar irradiance varia-
tions, or both. Potentially, such amplifications include solar ultraviolet
impacts on stratospheric ozone and associated tropospheric dynamical re-
sponses (e.g., Haigh, 2003; Labitzke and Matthes, 2003; Shindell et al.,
2001a, 2003), cosmic ray influences on cloud formation (Carslaw et al.,
2002), or changes in North Atlantic meridional overturning (Bond et al.,
2001).

LAST 1000 YEARS

Recent theoretical modeling studies have evaluated the role of natural
and anthropogenic radiative forcing on climate changes over the past one
or more centuries. Detailed attribution studies have focused on the appar-
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ent roles of anthropogenic (greenhouse gas and sulfate aerosol) and natural
radiative forcings over the spatially data-rich period of the past 100-150
years (Santer et al., 1995, 1996; Tett et al., 1996, 1999; Folland et al.,
1998; Hegerl et al., 1997, 2000; Stott et al., 2001). These studies generally
find that a combination of natural and anthropogenic forcing is necessary
to reproduce early twentieth century changes, while anthropogenic forcing
dominates the warming of the latter twentieth century (e.g., Hegerl et al.,
2000). However, studies using the instrumental record are limited to a
relatively brief (roughly one-century) interval, during which it is difficult to
cleanly separate the responses to multiple anthropogenic and natural radia-
tive forcing (Stott et al., 2001).

Longer-term climate model studies have focused on coarser (e.g., hemi-
spheric mean) changes over the past few centuries to millennia (Free and
Robock, 1999; Rind et al., 1999; Crowley, 2000; Waple et al., 2002;
Shindell et al., 2001b, 2003; Bertrand et al., 2002; Bauer et al., 2003;
Gerber et al., 2003; Hegerl et al. 2003; Gonzalez-Rouco et al., 2003) using
radiative forcing histories such as those shown in Figure 3-7. The forcing
histories include nineteenth and twentieth century anthropogenic radiative
forcing (greenhouse gas and sulfate aerosol forcing and, in some cases,
land-use changes), and longer-term estimates of natural (volcanic and solar)

FIGURE 3-7 Estimates of natural and anthropogenic radiative forcings over the
last couple of millennia used by climate models: (a) forcings used by Crowley et
al. (2003), (b) solar and volcanic forcings used by Ammann et al. (2003), and (c)
solar and volcanic forcings used by Bertrand et al. (2002). All forcings are ex-
pressed in watts per square meter and represent global averages (a and ¢) and
averages for the Northern Hemisphere (b). For panels (b) and (c) the greenhouse
gas and sulfate aerosol forcing will be similar to that used in (a). All solar forcing
series are expressed as anomalies from the mean value of 1365.6 W m=2 (Lean et
al., 1995). Details of the extension of the solar series before visual-based observa-
tions began in the early seventeenth century are given in Bard et al. (2000) and
Crowley (2000). Over this period, the solar forcing in (a) is slightly smaller than
the other two because it applies the background trend not to the Maunder Mini-
mum period but to the 19Be estimates for the earlier Spérer Minimum. Volcanic
forcing is converted to watts per square meter by multiplying the aerosol optical
depth estimates made from ice cores by —21 (Hansen et al., 2002). Volcanic
forcing dips below =7 W m=2 in either 1258 (panels a and b) or 1259 (panel c) to
-9.1, -11.9, and —-8.3 W m™2, respectively, in the three panels. SOURCE: Jones
and Mann (2004).
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radiative forcing histories over the past 1000 years. These longer-term
estimates are based on proxy sources and carry with them certain caveats as
discussed in Chapter 2. Figure 3-8 compares the results of simulations of
externally forced changes in Northern Hemisphere temperature averages
over the past one to two millennia to a reconstruction of Northern Hemi-
sphere mean temperatures from proxy data (Mann and Jones, 2003). These
are generally consistent (Figure 3-8) with the reconstruction roughly at the
center of the spread of the various model estimates. As the uncertainties in
model estimates and climate reconstructions are entirely independent, the
level of agreement between the two suggests a significant degree of reliabil-
ity in the common features between them such as the moderate tempera-
tures from A.D. 1000 to A.D. 1300, the colder conditions from A.D. 1400
to A.D. 1900, and the late twentieth century warmth.

The simulations suggest explosive volcanism is the primary source of
changes in natural radiative forcing in past centuries, while anthropogenic
forcing increasingly dominates hemispheric mean temperature trends dur-
ing the nineteenth and twentieth centuries (Hegerl et al., 2003). Solar vari-
ability appears to play a significant, although somewhat lesser role, over the
same time period (Crowley, 2000; Bertrand et al., 2002; Bauer et al., 2003;
Gerber et al., 2003). The combined influence of volcanic and solar forcing
appears to provide an explanation of the relatively cool hemisphere mean
temperatures from A.D. 1400 to A.D. 1900. Shindell et al. (2003) have
argued from model results that regionally—for example, in the North At-
lantic and in Western Europe—the climate response to change in solar
irradiance may have been more important than volcanism.

During the nineteenth and twentieth centuries, human land-use changes
appear to have played a potentially significant role in the large-scale radia-
tive forcing of climate. Bauer et al. (2003) used a climate model to examine
the biophysical forcing from deforestation, including increased surface al-
bedo as well as reductions in evapotranspiration and surface roughness.
Their simulation can reproduce the actual Northern Hemisphere mean tem-
peratures during the nineteenth and early twentieth centuries, while simula-
tions without this forcing (Crowley, 2000; Bertrand et al., 2002; Gerber et
al., 2003) are too warm. Simulations that do not include land-use changes
may exhibit an artificially cold pre-nineteenth century mean temperature
relative to empirical estimates when, as in Figure 3-8, the model simulation
results have been aligned vertically to have the same mean as the instrumen-
tal temperature record during the late nineteenth and twentieth centuries.
The issue of the role of late twentieth century land-use changes in surface
temperature measurements is currently being debated in the scientific litera-
ture (e.g., Kalnay and Cai, 2003; Marshall et al., 2004a; Trenberth, 2004;
Vose et al., 2004) and is worthy of further investigation.
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FIGURE 3-8 Model-based estimates of Northern Hemisphere temperature varia-
tions over the past two millennia. Shown are 40-year smoothed series. The simula-
tions are based on varying radiative forcing histories, employing a hierarchy of
models including one-dimensional energy-based models (Crowley, 2000), two-di-
mensional reduced complexity models (Bertrand et al., 2002; Bauer et al., 2003;
Gerber et al., 2003), and full three-dimensional atmosphere-ocean general circula-
tion (GKSS—Gonzalez-Rouco et al., 2003; CSM—Ammann et al., submitted).
Shown for comparison are the instrumental Northern Hemisphere record for 1856-
2003 and the proxy-based estimate of Mann and Jones (2003) extended through
1995 (see Jones and Mann, 2004) with its 95 percent confidence interval. Models
have been aligned vertically to have the same mean over the common 1856-1980
period as the instrumental series (which is assigned zero mean during the 1961-
1990 reference period). The inset provides an expanded view of changes over the
past two centuries. SOURCE: Jones and Mann (2004).
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Comparisons between long-term model simulations and empirical re-
constructions can provide some potential insight into the sensitivity of the
climate system to radiative forcing (e.g., Crowley and Kim, 1999). Prelimi-
nary climate system modeling, with an emphasis on the carbon cycle of the
past millennium (Gerber et al., 2003), indicates that the larger-amplitude
century-scale variability evident in some temperature reconstructions is in-
consistent with constraints provided by comparison of modeled and ob-
served pre-anthropogenic CO, variations. This reinforces the evidence for
relatively modest (less than 1°C) variations prior to the twentieth century
and for a moderate equilibrium climate sensitivity of roughly 2-3°C for a
doubling of CO, concentrations (e.g., Cubasch et al., 2001).

Volcanic and solar radiative forcing of changes in the El Nifio/Southern
Oscillation (ENSO) in past centuries (Ruzmaikin, 1999; Adams et al., 2003;
Mann et al., 2005) may explain preliminary empirical evidence for a preva-
lence of La Nina-like conditions during the eleventh to fourteenth centuries,
and El Nifo-like conditions during the seventeenth century (Cobb et al.,
2003). Such findings, along with anthropogenic land-use change, further
emphasize the potential spatial complexity of the climate in response to
past changes in radiative forcing.

LAST 25 YEARS

The last 25 years feature unprecedented data documenting simulta-
neous variations in radiative forcings, climate feedbacks, and climate itself.
Many of the more recent datasets have been acquired using space-based
instruments, which achieve essentially continuous, global coverage com-
pared to ground-based observations. Space-based observations are avail-
able for solar irradiance; volcanic aerosols; concentrations of ozone, CO,,
other greenhouse gases, and CFCs; cloud cover and cloud properties; water
vapor; land features, including snow cover, ice, and albedo; temperature of
the ocean, land surface, and atmosphere; and other quantities relevant to
radiative forcing. Indices are routinely produced, including for ENSO and
the North Atlantic Oscillation, based on the extensive datasets and new
analysis procedures that extract variability modes. Many of the original
databases have been reprocessed, recognizing the need for improved algo-
rithms to remove instrumental drifts so as to better quantify actual change.
Examples include the National Centers for Environmental Prediction re-
analysis of atmospheric variables, the ISCCP cloud data, and the ground-
based Dobson ozone network.

Furthermore, the epoch of the past 25 years is sufficiently long that a
range of natural radiative forcing strengths and internal variability modes is
sampled concurrently with known anthropogenic forcings. This period in-
cludes notable volcanic episodes (i.e., El Chichon, Mt. Pinatubo), two com-
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plete solar activity cycles, major ENSO events, land-use changes, and sig-
nificant increases in greenhouse gases, chlorofluorocarbons, and anthropo-
genic aerosols. Understanding climate forcings and effects in the last 25
years is a key requirement for securing reliable predictions of future climate
change based on forcing scenario studies. Mt. Pinatubo, providing an esti-
mated -3 W m2 global mean surface radiative forcing, is a particularly
important test case for examining model-based predictions of response to
radiative forcing. The observed surface cooling of roughly 0.4°C has been
shown to be consistent with model-estimated responses (Hansen et al.,
1992, 2002). Model experiments imposing the inferred vertical radiative
forcing profile of Mt. Pinatubo have closely reproduced (Kirchner et al.,
1999) the expected seasonal pattern of summer continental cooling and
winter warming.

Datasets spanning the past 25 years facilitate a comparison of empirical
analysis and model simulations of radiative forcings and their effects on
climate. Model experiments employing a combination of anthropogenic
and volcanic radiative forcing best match the vertical pattern of tempera-
ture changes (Santer et al., 2000) and tropopause height changes (Santer et
al., 2003b) over the past couple of decades. A multiple regression analysis
of the ENSO index (defined by tropical Pacific sea surface temperatures),
volcanic aerosols (according to stratospheric optical depth), solar irradi-
ance (from direct space-based observations), and a linear trend has been
argued to reproduce a significant fraction of variability in estimated global
lower tropospheric temperatures (Douglass and Clader, 2002). In the latter
study, the linear trend was attributed to anthropogenic forcing (a combina-
tion of greenhouse gas warming and tropospheric aerosol cooling), while a
cooling of 0.5°C was inferred for the Pinatubo eruption and 0.1°C cooling
for the solar cycle decrease (forcing of 0.2 W m2). These latter conclusions
must however be treated with caution because other studies using optimal
detection approaches indicate that it is difficult to statistically separate the
responses to more than two or three distinct natural and anthropogenic
forcings even with a century of data (Stott et al., 2001). Moreover, certain
indicators used in the study (e.g., ENSO indices) are not physically or
statistically independent of the radiative forcings themselves (e.g., Cane et
al., 1997; Collins, 2000; Adams et al., 2003; Mann et al., 2005).

Another study of climate change over the past few decades (Hansen et
al., 2002) used a general circulation model to estimate forced changes in
both surface temperature estimates and the vertical structure of tempera-
ture change (the latter as diagnosed from different channels of the MSU
satellite observations). The forcings included well-mixed greenhouse gases,
stratospheric (volcanic) aerosols, solar irradiance, ozone, stratospheric wa-
ter vapor, and tropospheric aerosols. The authors found that observed
global temperature change during the past 50 years is primarily a response
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to radiative forcings. They also found that the specification of observed sea
surface temperature changes improves the reproduction of the vertical struc-
ture of temperature changes. The latter finding is consistent with other
studies indicating that SSTs contain additional information (related per-
haps to dynamical changes in the climate associated, for example, with
ENSO or the annular modes) with regard to the patterns of response to
forcing not necessarily produced by the atmospheric response to radiative
forcing changes alone (Folland et al., 1998; Sexton et al., 2003).

During the past 25 years, the stratosphere has witnessed significant
climate change (Ramaswamy et al., 2001; Shine et al., 2003; Ramaswamy
and Schwarzkopf, 2002; Schwarzkopf and Ramaswamy, 2002). Indeed, the
temperature at 1 mb has dropped significantly over the past two decades.
Models are able to explain the cooling of the lower stratosphere in terms of
stratospheric ozone loss; upper stratosphere cooling is due to a combina-
tion of ozone change and greenhouse gas increases.
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Rethinking the Global Radiative
Forcing Concept

he current global mean top-of-the-atmosphere (TOA) radiative forc-

ing concept with adjusted stratospheric temperatures has both

strengths and limitations. The concept has been used extensively in
the climate research literature over the past decades and has also become a
standard tool for policy analysis endorsed by the Intergovernmental Panel
on Climate Change (IPCC). The concept should be retained as a standard
metric in future climate research and policy. However, it also has signifi-
cant limitations that have been revealed by recent research on forcing agents
that are not conventionally considered and by regional studies. Also, it
diagnoses only one measure of climate change (equilibrium response of
global mean surface temperature). The committee believes that these limita-
tions can be addressed through the introduction of additional forcing
metrics. Table 4-1 gives a list of these metrics and summarizes their strengths
and limitations. Detailed discussion of each is presented below.

THE CURRENT CONCEPT

Global-annual mean adjusted radiative forcing at the top of the atmo-
sphere is, in general, a reliable metric relating the effects of various climate
perturbations to global mean surface temperature change as computed in
general circulation models (GCMs). The associated climate sensitivity pa-
rameter A varies by only about 25 percent within a particular GCM! for a

TEstimates of climate sensitivity by different GCMs vary by about a factor of two, ranging
from 1.5 to 4.5 K (IPCC, 2001).

83
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TABLE 4-1 Metrics for Climate Forcing

Climate Forcing Metric

Strengths

Limitations

IPCC TAR adjusted
tropopause or TOA
global average radiative
forcing with adjustment
of stratospheric
temperatures

Radiative forcing
calculated with fixed sea
surface temperature (SST;
Hansen et al., 2002) or
fixed surface temperatures
(Shine et al., 2003) and
adjusted atmospheric
temperatures (in both
troposphere and
stratosphere)

Global mean radiative
forcing at the surface

e Changes in global mean
surface temperature are
nearly linearly related to
global mean TOA
radiative forcing for a
wide range of forcing
agents

Simple and
computationally efficient
Enables comparison of
different forcing agents
Enables comparison of
different models with one
another, with benchmarks,
and with estimates in the
literature

Can be used in simple
climate models for policy
analysis

Already introduced into
the policy dialogue

Allows calculation of
indirect and semidirect
effects of aerosols
Incorporates fast
atmospheric feedbacks in
the simulation of climate
forcing and response
Insensitive to the altitude
at which forcing is
calculated

Provides a character-
ization of the surface
energy budget

If reported with TOA
forcing, may provide
information on how
forcing affects the lapse
rate, with implications
for precipitation and
mixing

Conveys insufficient
information about
hydrological response
Does not fully characterize
the climate impact of light-
absorbing aerosols

Does not characterize
regional response

Does not accommodate
nonlinear response from
large perturbations

Does not fully characterize
the climate impact of
nonradiative forcing, the
indirect aerosol effect
(other than the first), and
the semidirect aerosol
effect

Subject to limitations of
the standard TOA forcing
except for ability to
calculate indirect and
semidirect effects of
aerosols

Not as computationally
expedient as the standard
radiative forcing
calculation

Not as readily comparable
across models as the
standard radiative forcing
calculation

Does not allow
characterization of regional
structure
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Climate Forcing Metric

Strengths

Limitations

Regional radiative forcing
(direct and indirect)

Regional nonradiative
forcing (hydrological,
land use, biogeochemical)

Ocean heat content

e May provide a better
measure of regional
climate response than
global radiative forcing
Allows characterization
of teleconnected response
to a regionally isolated
forcing

Recognizes additional
nonradiative climate
forcing components
Allows characterization
of teleconnected response
to a regionally isolated
forcing

Nonradiative forcing
alters radiative forcing
and thus provides a more
complete characterization
of radiative forcing

Can be used to calculate
the net radiative
imbalance of the Earth
Offers a valuable
constraint on the
performance of climate
models

Further work is needed to
quantify links of regional
radiative forcing to
regional and global climate
response

No widely accepted metrics
for quantifying regional
nonradiative forcing
Further work is needed to
quantify links of regional
nonradiative forcing to
regional and global

climate response

Some types of nonradiative
forcing are not easily
quantified in watts per
square meter, thus it is not
clear how to compare them
to radiative forcing

Observations may have
insufficient frequency and
spatial coverage to
accurately determine the
radiative imbalance at the
necessary resolution

NOTE: TAR = IPCC Third Assessment Report (IPCC, 2001).

wide range of changes in well-mixed greenhouse gases, solar irradiance,
surface albedo, and nonabsorbing aerosols (IPCC, 2001). By assuming a
constant climate sensitivity parameter, forcing can be translated directly
into a temperature response. Because calculating radiative forcing is straight-
forward, many factors that may influence radiative forcing can be investi-
gated in climate models, simpler versions of those models, and chemical
transport models. For example, the effects of different estimates of past
forcings can be compared to each other. Likewise, comparisons can be
made of multiple possible future forcing scenarios. Furthermore, the radia-

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

86 RADIATIVE FORCING OF CLIMATE CHANGE

tive forcing concept facilitates comparison of forcing calculations between
climate models and with benchmark line-by-line radiative transfer calcula-
tions.

Radiative forcing is thus one of the more highly quantified methods of
determining how the climate system is forced. In addition, observational
records are available for surface temperature (space-based monitoring, in
situ monitoring, and proxy data) and the radiation balance at the top of the
atmosphere. These data provide an important observational constraint on
estimates of radiative forcing and temperature response. Furthermore, nu-
merous model and observation-based estimates of radiative forcing have
been reported in the scientific literature over the past decades, providing an
important historical reference for future calculations.

The radiative forcing concept has also been used effectively in policy
applications. The concept is already entrained in the policy dialogue, par-
ticularly through the emphasis given it in the IPCC reports. Policy analysts
have input radiative forcing into simple climate models, which are used to
examine a wide range of scenarios of past, present, and future climate.
Comparison between these simple models and the more complex fully
coupled models also helps in interpreting causal mechanisms in the fully
coupled models (e.g., Murphy, 1995; Raper et al., 2001).

Although the traditional TOA radiative forcing concept remains very
useful, it is limited in several ways. It is inadequate to describe fully the
radiative effects of several anthropogenic influences including

e absorbing aerosols, which lead to a positive radiative forcing of the
troposphere with little net radiative effect at the top of the atmosphere;

o effects of aerosols on cloud properties (including cloud fraction,
cloud microphysical parameters, and precipitation efficiency), which may
modify the hydrological cycle without significant radiative impacts;

e perturbations of ozone in the upper troposphere and lower strato-
sphere, which challenge the manner in which the stratospheric temperature
adjustment is done; and

e surface modification due to deforestation, urbanization, and agri-
cultural practices and surface biogeochemical effects.

Land surface modification of heat fluxes and aerosol-induced changes
to the precipitation efficiency modify not only the radiative fluxes but also
the dynamical (turbulent heat flux) and thermodynamical fluxes (evapora-
tion). These modifications to the climate system fall under the broader
umbrella of climate forcings, which include radiative and nonradiative
fluxes. Broadening the concept of radiative forcing in this way allows con-
sideration of climate variables that may have more direct societal impacts,
such as changes in precipitation. Indeed, the traditional radiative forcing
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concept is inappropriate to predict the sign or the magnitude of the global
mean precipitation changes due to both scattering and absorbing aerosols,
which affect precipitation differently in summer and winter.

Another limitation of the traditional radiative forcing concept is that it
does not adequately characterize the regional response. Regional radiative
forcings from atmospheric aerosols, tropospheric ozone, or land-use and
land-cover changes can be much larger than global mean values. A region-
ally concentrated forcing may lead to climate responses in the region, in
another region via teleconnections, or globally—or may even have no cli-
mate response.

Yet another limitation of the concept is that the assumption of a
constant, linear relationship between changes in global mean surface tem-
perature and global mean TOA radiative forcing does not always hold.
This linear relationship breaks down for absorbing aerosols, which may
have small TOA forcing, but disproportionately larger surface forcing due
to absorption of solar radiation (Lohmann and Feichter, 2001;
Ramanathan et al., 2001a). This motivated the introduction of the concept
of efficacies of different forcing agents (Joshi et al., 2003; Hansen and
Nazarenko, 2004). “Efficacy” is defined as the ratio of the climate sensi-
tivity parameter A, for a given forcing agent to A4 for a doubling of carbon
dioxide (CO,) (E = 4,/ Ag.). The efficacy E is then used to define an
effective forcing f, = f E. Table 4-2 summarizes the forcings, responses,
efficacies, and effective forcings of different forcing agents from several
models. Efficacies greater than 1, such as for black carbon impacts on
snow and ice albedo, correspond to a larger effective forcing than that of
2 x CO, (Table 4-2). On the other hand, scattering sulfate aerosols are less
efficient than greenhouse gases in changing the surface temperature for a
given forcing.

Overall, after weighing the strengths and limitations of the traditional
radiative forcing concept, the committee finds that its strengths warrant
continued use in scientific investigations, climate change assessments, and
policy applications. The concept is relatively easy to use, particularly in
enabling efficient comparisons between different forcing agents, forcing
scenarios, and climate models. Further, it has clear applications within the
climate policy community. Nonetheless, the limitations call for broadening
the concept to account for nonradiative forcing, spatial and temporal het-
erogeneity of forcing, and nonlinearities. This chapter presents specific ap-
proaches to address these limitations.

GLOBAL MEAN RADIATIVE FORCING WITH ADJUSTED
TROPOSPHERIC TEMPERATURES

Hansen et al. (2002) introduced the concept of fixed sea surface tem-
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perature (SST) forcing, which is the change in TOA radiative forcing com-
puted in a global model with fixed sea surface temperatures but letting land
and atmospheric temperatures relax to the new equilibrium. This relax-
ation is relatively rapid (on the order of years); hence the calculation in a
GCM is computationally expedient. One resolves in this manner the short-
term components of the climate response, such as hydrological perturba-
tions associated with changes in lapse rate. Of particular interest, this ap-
proach allows calculation of a meaningful radiative forcing from the indirect
or semidirect aerosol effects. Hansen et al. (2002) show that there is good
agreement between the stratospheric adjusted radiative forcing and the
fixed SST forcing for a range of climate forcing factors (e.g., 2 x CO,,
stratospheric aerosols) and that for changes in ozone, more reasonable
forcings result from the fixed SST simulations.

Shine et al. (2003) extended the fixed SST approach to what they call
“adjusted troposphere and stratosphere forcing.” Shine et al. not only fix
sea surface temperatures, but also fix land surface temperatures because
temperatures over land and ocean are related. Therefore, it is more consis-
tent to fix surface temperatures globally. Using a global climate model they
show that the adjusted troposphere and stratosphere radiative forcing is
consistent with the stratospheric adjusted forcing for more uniform forcings
such as doubling CO, and solar constant changes. They also show that for
forcings due to absorbing aerosols, their newly defined forcing is more
meaningful than the stratospheric adjusted forcing, in that the climate sen-
sitivity parameter is largely independent of how the absorbing aerosols are
vertically distributed, unlike the standard stratospheric adjusted approach.

These two studies are important contributions to the debate on radia-
tive forcing, but the approach is subject to most of the limitations associ-
ated with the traditional radiative forcing calculation. Also, forcings calcu-
lated in this manner are not as easy to compute as conventional radiative
forcings, nor are they as comparable among different GCMs because of
differences in model dynamics and hydrology.

GLOBAL MEAN RADIATIVE FORCING AT THE SURFACE

The TOA radiative forcing might not be directly related to surface
temperature if a forcing agent changes the vertical distribution of heating in
the atmosphere. Well-known examples of such cases are the direct radiative
forcing of black carbon (BC) and other absorbing aerosols and the changes
in latent and sensible heat fluxes due to land-use modifications. For ex-
ample, BC causes an increase in atmospheric heating, accompanied by a
decrease in solar heating of the surface. For average cloudiness, Indian
Ocean Experiment (INDOEX) data reveal that the TOA direct forcing
when BC is present can be close to zero, while the surface forcing can be on
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BOX 4-1
Two Case Studies of Regional Aerosol Forcing

South Asian Pollution Observed over the North Indian Ocean

The figure below shows the anthropogenic aerosol forcing over the North Indi-
an Ocean averaged for January-April during 1996 to 1999 for available INDOEX
observations (Ramanathan et al., 2001a). The bar chart shows the direct forcing,
the indirect forcing, and the greenhouse forcing at the top of the atmosphere, the
surface, and the atmosphere. The sum of the direct and the indirect forcing at the
surface is as much as —20 W m2, which amounts to a reduction of about 10
percent of the absorbed solar radiation at the surface. A correspondingly large
positive forcing of 15 W m~2 is exerted on the atmosphere. The positive atmo-
spheric forcing is due largely to the soot and dust absorption of solar radiation. The
TOA forcing is a small difference (-5 W m—2) between two large competing terms
at the surface and the atmosphere. If only the TOA radiative forcing is considered,
one would conclude that the direct climate effect of Asian aerosols is near zero.

Aerosol Forcing Greenhouse
Forcing
Direct Indirect
0+2 -5 2.6
TOA
143 +1 1.6
Atmosphere
Surface -14 -6 1

Four-year (1996 to 1999) average of direct and indirect aerosol forcing during the dry season
(January to April) observed during the INDOEX campaign. The data are averaged over the
North Indian Ocean, from the equator to 25°N and from 60°E to 90°E. SOURCE: Ramanathan
et al. (2001a).

the order of =10 to =15 W m=2 and the atmospheric forcing on the order of
+10 to +15 W m~2 (see Box 4-1). For such aerosols, the TOA forcing is an
ineffective, if not erroneous, metric for the impact of aerosol forcing on the
surface temperature.

One way to address this limitation of the traditional radiative forcing
concept is to calculate the global mean radiative forcing at the surface along
with that at the top of the atmosphere. Considering the surface radiative
forcing may enable quantification of the effects of aerosols on the surface
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Yet observational and modeling studies have shown that these aerosols have led
to large regional changes in surface and atmospheric temperatures, the surface
energy budget, and rainfall (Ramanathan et al., 2001a; Chung et al., 2002; Menon
et al., 2002b).

East Asian Pollution Observed over the Western Pacific Ocean

Similar regional averaged forcing values computed in a model constrained
by observations have been obtained for the western Pacific region off East Asia
using data from the Aerosol Characterization Experiment in Asia (ACE-Asia) field
campaign (Conant et al., 2003). The figure below shows direct surface forcing,
atmospheric forcing, and TOA forcing for the region averaged over 10 days of
observations. The magnitudes are comparable to those obtained for the Indian

Ocean.
L |
10 F .
a Surface | S = TOA
- Forcing ol = || < Forcing
0
— _ Atmosphere © =
(T‘E g g > Forcing ECS g =
= c — Q x
-10 = < 3
-20 -
:I 1 1 1 1 1 1 | 1 J

Direct aerosol forcing for April 5 to 15 computed with a model constrained by ACE-Asia obser-
vations. The values are averaged over 20°N to 50°N and 100°E to 150°E. Results are shown
from three versions of the model: externally mixed aerosol and clear-sky conditions; internally
mixed aerosol and clear-sky conditions; and all-sky (clear and cloudy) conditions. SOURCE:
Conant et al. (2003).

energy balance. Together with the TOA radiative forcing, surface radiative
forcing also may provide information about the extent to which forcings
affect the atmospheric lapse rate, with implications for precipitation and
mixing. The net radiative forcing of the atmosphere could be deduced from
the difference between TOA and surface forcing. Like the other metrics
discussed above, global mean radiative forcing at the surface would not
allow characterization of the regional structure of forcing.

Reporting surface radiative forcing along with that at the TOA is im-
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portant not just for absorbing aerosols but also for the gaseous species.
Traditionally, the notion has been that it is enough to give the tropopause
forcing for the well-mixed gases in order to obtain an estimate of the
surface temperature response. However, to assess climate response beyond
surface temperature change (e.g., changes in precipitation, latent heat re-
lease from surface, or in the surface heat and moisture balance), it becomes
necessary to understand the surface radiative forcing for all forcings. Fur-
ther, to understand the difference in the zonal-mean hydrologic response
between different forcings, it is necessary to look at the surface terms (e.g.,
Chen and Ramaswamy, 1996).

REGIONAL RADIATIVE FORCING

Forcings with significant spatial variability can have regional magni-
tudes much greater than their global averages. Aerosols, and to a lesser
extent tropospheric ozone, have shorter lifetimes than the well-mixed green-
house gases, and therefore their concentrations are higher in source regions
and downwind (e.g., Charlson et al., 1991; Kiehl and Briegleb, 1993;
Mickley et al., 1999). Forcing due to land-use and land-cover changes also
has significant spatial heterogeneity, leading to spatial variability in the
associated climate response. The traditional global mean radiative forcing
provides no information about this regional structure, so many researchers
have begun to present estimates of radiative forcing on a regional scale as
derived from models or observational campaigns.

A large number of modeling studies have been carried out to charac-
terize the spatial variability in aerosol forcing due to direct, indirect, and
semidirect effects (IPCC, 2001). Regional effects of aerosol forcing are
large; regional mean values of anthropogenic aerosol radiative forcing can
be factors of 5 to 10 higher than the global mean values of 0.5 to 1.5
W m=2 (IPCC, 2001). Comparisons with satellite radiation budget data can
be used to constrain model results. For example, the calculations of
Haywood et al. (1999) showed that the clear-sky outgoing flux at the TOA
over oceans yields excellent agreement with Earth Radiation Budget Ex-
periment (ERBE) observations when aerosol species are considered. This is
a useful test of the chemical transport model (CTM)-derived concentra-
tions of aerosols and assumptions about their sizes, at least in terms of
their collective reflective ability. More recent computations from the Na-
tional Center for Atmospheric Research and Geophysical Fluid Dynamics
Laboratory models bear this out with updated CTM simulations. Soden
and Ramaswamy (1998) inferred the existence of spatial aerosol effects in
satellite datasets. Observations over source regions and downwind show
very large forcings (see Box 4-1). High regional concentrations of scatter-
ing aerosols can completely offset the positive forcing due to increases in
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greenhouse gases. This offset could even be significant on the global scale
(e.g., Anderson et al., 2003a).

The degree of spatial heterogeneity can be seen by considering the
aerosol optical depth for a number of aerosol species as shown by model
results in Figure 4-1. The large optical depths off of the Sahara are due to
mineral dust, while the large optical depths in South America and Africa are
related to biomass burning. Large aerosol optical depths due to sulfur
emissions occur in Northern Hemisphere industrial regions. These optical
depths can be used in conjunction with assumptions about aerosol radiative
properties to calculate the direct forcing. Results are shown in Figure 4-2
for TOA, surface, and atmospheric radiative forcings. Note the significant
difference between the TOA forcing and the effect at the surface due to the
absorptive properties of the aerosols. Regional forcing values at the surface
can be as large as 20 to =30 W m2.

The consequences of regional radiative forcing on the climate system
for a region, for other regions, and globally must be better understood.
Because global forcings can also have regionally specific responses, it is
difficult to attribute regional climate changes to a particular regional or
global forcing. A further complication is that regional diabatic heating
results in nonlinear long-distance communication of convergence and di-
vergence fields, often referred to as teleconnections. For example, Chase et
al. (2000a) found that regional land-use change can cause significant cli-
mate effects in other regions through teleconnections, even with a near-zero
change in global averaged radiative flux. Chen and Ramaswamy (1996)
and Ramaswamy and Chen (1997) showed that significant responses in
precipitation patterns can arise in the presence of a near-zero global change
in radiative forcing. Regional radiative forcing may provide a better mea-
sure of regional climate response than global radiative forcing, but further
work is needed to quantify the links of regional radiative forcing to regional
and global climate response.

REGIONAL NONRADIATIVE FORCING

Some forcings affect the climate system in nonradiative ways, in par-
ticular by modifying the hydrological cycle or vegetation dynamics. These
nonradiative forcings generally have radiative impacts, but describing them
only in terms of this radiative impact does not convey fully their influence
on climate variables of societal relevance. For example, aerosol-induced
changes in precipitation may have a small net effect on TOA radiative
forcing, but could have significant impacts on the amount of rainfall a
region receives, with consequences for agriculture, flood control, and mu-
nicipal water supply. Furthermore, quantifying nonradiative forcings in
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FIGURE 4-1 Annual mean aerosol optical depth predicted by an aerosol chemical
transport model due to sulfate, mineral dust, sea salt, and organic and black carbon
aerosols. SOURCE: Collins et al. (2002).
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Top of Atmosphere
mean= -3.4 Wm~2

Surface
mean= —6.2 Wm2

Atmosphere
mean= —2.8 Wm—2

FIGURE 4-2 Annual mean simulated clear-sky radiative forcing in watts per square
meter at the top of the atmosphere (net), surface (net), and in the atmosphere
calculated from the aerosol optical depths shown in Figure 4.1. SOURCE: Adapted
from Collins et al. (2002).
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terms of their ultimate radiative effects (i.e., change in TOA or surface
radiative fluxes) is not always straightforward.

Aerosols not only affect the radiative balance at the top of the atmo-
sphere but also exert a forcing on the hydrological cycle (e.g., Ramanathan
et al., 2001a). An increase in aerosols of similar hygroscopicity leads to an
increase in cloud droplet number concentration that reduces the precipita-
tion efficiency for warm clouds. Thus, these clouds will produce fewer
drizzle-size drops (second indirect effect). On the other hand, if some of the
anthropogenic aerosols act as ice nuclei, supercooled clouds could be con-
verted into ice clouds by the glaciation indirect effect (Lohmann, 2002),
resulting in more efficient precipitation formation. Smaller cloud droplets
could also exhibit a thermodynamic forcing by protracting freezing in deep
convective clouds. These clouds then glaciate in higher levels, which could
result in either more or less vigorous precipitation formation depending on
the background aerosol levels and atmospheric stability (Khain et al., 2004).
Rosenfeld (2000) refers to these kinds of aerosol forcings as thermody-
namic forcing because the spatial patterns of diabatic heating are changed.

Several nonradiative forcings involve the biological components of the
climate system. They can be categorized into three types:

1. Biophysical forcing involves changes in the fluxes of trace gases
and heat between vegetation, soils, and the atmosphere. For example, in the
presence of increased CO,, plants open their stoma less and are therefore
more water efficient (e.g., Sellers et al., 1997). Thus, increased CO, impacts
the hydrological cycle, in addition to its well-known direct radiative im-
pacts.

2. Biogeochemical forcing involves changes in vegetation biomass and
soils. For example, increased nitrogen deposition caused by greater anthro-
pogenic emissions of ammonia (NH;), nitric oxide (NO), and nitrogen
dioxide (NO,) is a biogeochemical forcing of the climate system (Holland et
al., 2004). This deposition has altered the functioning of soil, terrestrial
vegetation, and aquatic ecosystems worldwide. Galloway et al. (2004) docu-
ment that human activities increasingly dominate the nitrogen budget at the
global scale and that fixed forms of nitrogen are accumulating in most
environmental reservoirs. In addition to impacts on ecosystem functioning,
which are important in themselves, this forcing modifies physical compo-
nents of the climate system, such as surface albedo and sensible and latent
heat.

3. Biogeographic forcing involves alterations in plant species compo-
sition. Such changes can occur slowly in response to changes in the weather
over time, or suddenly due to fires or other disturbances. For example,
greater shrub growth in the high latitudes of the Northern Hemisphere has
been observed (McFadden et al., 2001), which could alter the spatial distri-
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bution of drifting snow and subsequent melt pattern and timing (Liston et
al., 2002).

These forcings are not yet well understood and are the subject of active
research (Cox et al, 2000; Betts, 2001; Friedlingstein et al., 2001). They will
likely be associated with multiple types of climate responses and are not
expected to be additive to the traditionally defined forcings. Complex inter-
actions among these forcings make it difficult to determine their net climate
effects (Eastman et al., 2001b; Narisma et al., 2003; Raddatz, 2003).
Eastman et al. (2001b), for example, found that with doubled CO, the
grasslands of the central United States were more water efficient on an
individual stoma level (biophysical forcing), but grew more biomass (bio-
geochemical forcing). The net effect was cooler daytime temperatures dur-
ing the growing season.

There are no widely accepted metrics for quantifying regional
nonradiative forcing. Indeed, because nonradiative forcings affect multiple
climate variables, there is no single metric that can be applied to character-
ize all nonradiative forcings (Marland et al., 2003; Kabat et al., 2004).
Nonradiative forcings generally have significant regional variation, making
it important that any new metrics be able to characterize the regional
structure in forcing and climate response—whether the response occurs in
the region, in a distant region through teleconnections, or globally. As is the
case for regional radiative forcing, further work is needed to quantify links
between regional nonradiative forcing and climate response. Another con-
sideration in devising metrics for nonradiative forcings is enabling direct
comparison with radiative forcings, computed in units of watts per square
meter. However, not all nonradiative forcings are easily quantified in these
units.

A metric that could prove useful for quantifying impacts on the hydro-
logical cycle is changes in surface sensible and latent turbulent heat fluxes.
For example, Pielke et al. (2002) proposed the surface regional climate
change potential (RCCP), which is calculated by summing and weighting
globally the absolute values of changes in the surface sensible and latent
turbulent heat fluxes. In their study, land-use change from the natural to
the current global landscape produced a global average RCCP of 0.7 W m2
when teleconnection effects were not included, and 8.9-9.5 W m=2 when
teleconnections were included. Such a scaling of the land surface forcing
provides a metric that can be expressed in the same units as radiative
forcing. Extending this concept to the global water cycle, Pielke and Chase
(2003) quantified landscape forcing in terms of precipitation and moisture
flux changes. They found globally averaged differences between the cur-
rent and the natural landscape of 1.2 mm day~! for precipitation and 0.6
mm day~! for moisture flux. However, such metrics do not provide a
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complete measure of the integrated effect on the climate system due to the
regional concentration of changes in diabatic forcing. Others have consid-
ered using more comprehensive model output to quantify the impact of
human disturbance to the climate system (Claussen et al., 2002).

OCEAN HEAT CONTENT

The ocean is the largest heat reservoir in the climate system (Levitus et
al., 2000, 2001). Thus, the change in ocean heat storage with time can be
used to calculate the net radiative imbalance of the Earth (Ellis et al., 1978;
Piexoto and Oort, 1992). In essence, the ocean heat content provides a
metric for the integral in time of the TOA radiative forcing. Furthermore, it
offers a valuable constraint on the performance of climate models (Barnett
et al., 2001). It is not yet standard practice to use ocean heat content
observations, which are available for the past 50 years, to validate forced
climate simulations. This is in part because there are several open research
questions regarding the accuracy with which ocean heat content can be
calculated and applied.

It is not clear, for example, that the observation systems have sufficient
frequency and spatial coverage to accurately determine the radiative imbal-
ance on an annual basis (on the order of 0.1 W m~2) so as to independently
confirm the calculation of radiative imbalance from the changes in ocean
heat storage. Another issue is whether the spatial and temporal sampling of
the ocean heat content accurately captures the regions and depths at which
heat changes are occurring. In particular there could be significant heat
storage changes deeper in the ocean that are inadequately monitored by the
existing ocean network.

Several estimates of the trend in ocean heat content have been made
using the ARGO network of ocean floats, satellite observations of ocean
altimetry (Levitus et al., 2000, 2001; Willis et al., 2003), and climate mod-
els (Barnett et al., 2001; Crowley et al., 2003). Not all of these studies
express the ocean heat content changes in terms of average radiative forc-
ing, although it is straightforward to do so. Pielke (2003) found that for the
period 1955-1995 the imbalance was about 0.3 W m=2, with half between
the surface and 300 m, and the rest between 300 m and 3 km. He also
found large temporal variations in the imbalance with a negative imbal-
ance, for example, in the early 1980s. Willis et al. (2004) used satellite
altimetric height combined with about 900,000 in situ ocean temperature
profiles to produce global estimates of upper-ocean (upper 750 m) heat
content on interannual timescales from mid-1993 to 2002 (see Figure 4-3).
Willis et al. calculated a 0.86 + 0.12 W m~2 warming rate averaged over this
period, but with large interannual variability. As seen in Figure 4-3, the
ocean warming occurred in the later years of the record with little change in
globally averaged ocean heat content prior to 1997.
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FIGURE 4-3 Interannual variability in upper-ocean (upper 750 m) heat content
integrated over the region from 20°N to 20°S (solid line) and over the entire globe
(dashed line). SOURCE: Willis et al. (2004).
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5

Uncertainties Associated with
Future Climate Forcings

anthropogenic emissions as well as land-use changes. Scientists have

developed methods for projecting future emissions and land-use
changes, but limitations in these approaches lead to uncertainties in projec-
tions of future climate. Variability in natural processes—including the Sun
and the Earth’s orbit around it, volcanism, and internal variability in the
climate system—can be even more difficult to project into the future. None-
theless, making projections of how all of these forcings may manifest them-
selves enables policy analysts and decision makers to prepare accordingly.
In this chapter, current capabilities for projecting future forcings are dis-
cussed and critical uncertainties associated with these forcings and their
effect on climate are identified.

To date, all model projections of future climate have included a subset
of climate forcings, typically greenhouse gas emission scenarios, solar vari-
ability, and more recently, aerosol emissions. As the diverse types of radia-
tive and nonradiative climate forcings are recognized (e.g., aerosol indirect
effects, changes in land cover), skillful projections of future global and
regional climate will need to take them into account, an increasingly chal-
lenging task (Pielke Jr., 2001). Addressing this challenge may require a
greater focus on assessing key societal and environmental vulnerabilities
(Sarewitz et al., 2000).

C limate forcings are bound to evolve over the coming decades due to

FUTURE EMISSIONS OF GREENHOUSE GASES AND AEROSOLS

Estimates of future emissions of greenhouse gases, aerosols, and their

100

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

UNCERTAINTIES ASSOCIATED WITH FUTURE CLIMATE FORCINGS 101

precursors are fundamental for all aspects of climate change analysis. Emis-
sions data are needed to drive climate models of the atmosphere, cryosphere,
oceans, and biosphere. Scenarios of human-caused emissions are central to
policy analysis of climate change because they provide future baseline trends
for emissions that policy seeks to alter. The major driving forces of future
emissions, such as demographic patterns, economic development, and envi-
ronmental conditions, also underpin the assessment of vulnerability and
development of adaptation strategies.

The available approaches for estimating future emissions to the atmo-
sphere from human activities are described in this section. The methods
used to relate emissions to atmospheric concentrations of greenhouse gases
and aerosols are discussed in Chapter 6. A category of emissions that is not
addressed in detail is volcanic eruptions. Estimating future volcanic emis-
sions is not possible due to limitations in the understanding of the causes of
volcanic eruptions, whose frequency depends on the rates of plate motions
and of formation of large igneous provinces (see Chapter 3). One can only
say, based on past history, that large climate-impacting eruptions will most
likely occur, but it is not possible to predict when.

Anthropogenic Emissions

Projecting future emissions differs from other types of prediction that
scientists make. Many natural systems, such as planetary motions, are gov-
erned by well-understood physical natural laws. The ability to predict fu-
ture behavior and even events can be impressively high. Other physical
systems may have well-understood physical laws, but these laws have shown
that long-term prediction is impossible (e.g., chaotic systems). A third cat-
egory includes systems to which the concept of governing laws expressed by
mathematical equations is not applicable (Gaffin, 2002). For these systems,
the driving forces change over time, sometimes radically, making prediction
of specific outcomes a speculative effort. Many social, political, and eco-
nomic science systems would fall into this category. Future anthropogenic
emissions are a function of such socioeconomic systems and, as a result, are
inherently unpredictable. Instead, emissions analysts offer “scenarios” that
illustrate possible pathways for future emissions. These scenarios are not
ruled out by current understanding of the driving forces behind emissions
(Nakiéenovi¢ et al., 2000). Figures 5-1 and 5-2 show scenarios for carbon
dioxide (CO,) and sulfur dioxide (SO,) emissions.

In developing scenarios, it has been standard practice to consider fu-
tures with a range of policy interventions. On one end of the spectrum are
noninterventionist emissions scenarios, which have been variously named
business as usual, normative, reference, and no climate policy, among other
terms. These scenarios seek to answer the policy question, How would
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FIGURE 5-1 Global CO, emissions (billion tons of carbon per year) from all
sources for the four scenario families (A1, A2, B1, B2) from the Intergovernmental
Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES).
The four scenario families had different assumptions about population, technolog-
ical and land-use changes, and gross domestic product (GDP) growth rates. Each
colored band represents the range of results for each scenario from the six emis-
sions models used in the SRES report. Within any one scenario family, the emis-
sions models all used the same scenario-specific global input assumptions for popu-
lation and GDP growth. SOURCE: Nakicenovi¢ et al. (2000).

climate be affected if society takes no further policy steps to stem emissions
and allows the driving forces behind emissions to take their course? It
appears that none of the names are fully satisfactory and without ambigu-
ities (Nakicenovi¢ et al., 2000). For example, “business as usual” does not
convey that scenarios address economic and technology changes over a
century time frame. Noninterventionist, the currently preferred term, also
requires clarification because society is currently taking some steps, such as
vehicular mileage standards and hybrid car marketing and research, that
could be interpreted as climate policy.

Emissions scenarios that take account of policy intervention include
those in which greenhouse gas concentrations are stabilized and cost-ben-
efit scenarios. Stabilization scenarios are associated with atmospheric tar-
gets that policy makers often consider as long-term goals (IPCC, 1996;
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FIGURE 5-2 Global SO, emissions (million tons of sulfur per year) for the four
SRES scenarios families and from each of the emissions models. Red lines corre-
spond to the A1 family of scenarios, brown lines to A2, green lines to B1, and blue
lines to B2. These emissions, along with the ozone precursor emissions of methane,
carbon monoxide, nitrogen oxides, and volatile organic compounds, were also
gridded onto 1° x 1° latitude-longitude maps for use in global climate, atmospheric
chemistry, and air quality models. The grids were developed using simple scaling
applied to a base-year 1990 map and using the projected four to six regional
changes from the SRES emissions models. SOURCE: Nakicenovi¢ et al. (2000).

Workshop on GHG Stabilization Scenarios, 2004). Such targets can easily
be inverted by carbon cycle models to determine the required emissions
scenario for stabilization (e.g., Wigley, 1991). Cost-benefit scenarios are
another approach. They are based on the premise that the most efficient
policy intervention is that in which the marginal cost of reducing emissions
is balanced by the marginal reduction in climate damages, measured in
monetary terms (Cline, 1992).

Developing emissions scenarios is tantamount to asking how different
societies will produce, transform, and consume energy; extract and use
Earth’s resources; and modify the landscape for the next century. The
possible answers to this vast and complex question are manifold. Uncer-
tainties arise in all facets of the problem of building long-term scenarios.
Moreover, unforeseen events, such as a revolutionary breakthrough in tech-
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nology or a geopolitical shift, could occur and radically alter future emis-
sions.

Methods for Developing Emissions Scenarios

Most emissions scenarios are developed using the IPAT model (Ehrlich
and Holdren, 1971) in which environmental impact is the result of a multi-
plication of three driving forces: population, affluence per person, and
technological impact per unit of affluence. When applied to greenhouse gas
emissions, the impact is the rate of greenhouse gas emissions, while the
technological factor is the rate of greenhouse gas emissions per unit of gross
domestic product (GDP). The IPAT model has a long history in environ-
mental studies, and there has been much debate over whether it is the
proper approach (Chertow, 2001). As a purely mathematical multiplicative
identity, it must yield correct emissions rates if all of the PAT factors are
well known.

For example, world population growth today is approximately +1.3
percent per year (UN, 2002). Per capita GDP varies widely over time and by
country, but recent estimates of world GDP per capita growth are approxi-
mately 1.1 to 1.4 percent per year (Maddison, 1995; World Bank, 2004).
CO, emissions per unit of world GDP output display a well-documented
long term decline, persistent over the past century, of about —1.3 percent
per year (Nakicenovié, 1996). The IPAT model indicates that adding these
three rates should yield CO, emissions growth rates. The sum is about 1 to
1.5 percent per year growth in world CO, emissions, and this is what is
seen, albeit with significant interannual variations, when using estimates of
CO, emissions inventories (CDIAC, 2004).

Although the IPAT approach is reliable for estimating present-day emis-
sions—as it must be if given good estimates for the main driving forces—
using it to develop estimates of future emissions is by no means so easy. In
principle, given a range of long-term projections for population, economic
growth and technological changes, one could combine such projections to
yield a range of future emissions rates. Some aspects of this approach are
discernible in the predecessor scenarios to the Intergovernmental Panel on
Climate Change (IPCC) Special Report on Emissions Scenarios (SRES) re-
port: the IPCC 1S92 emissions scenarios (Leggett et al., 1992).

Without doubt, the most sophisticated long-term projections exist for
world and regional population changes, because these have been an area of
intensive demographic research for many decades (Bongaarts and Bulatao,
2000; Lutz, 1996). Projections are routinely made for the world, regions,
and countries by the United Nations (UN, 2002) and the International
Institute for Applied Systems Analysis (ITASA; Lutz et al., 2004; Lutz,
1996). Less formal, or unpublished, projections are also developed by the
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World Bank and the U.S. Census Bureau (Gaffin, 1998). The UN and the
IMASA world and regional projections extend out to years 2150 and 2100,
respectively. They include variants that explore the sensitivity of the pro-
jections to high and low fertility rate and mortality rate changes (and, to a
more limited extent, changes in migration rate) that occur with develop-
ment.

Although projections of future population are thus readily available for
use in emissions models, long-term projections for the other key socioeco-
nomic factors that drive emissions are generally not available. Economic
and technological projections are much more tenuous and thus are usually
limited to a few decades. As two examples, long-term projections for U.S.
economic growth by the Energy Information Administration, possibly a
best-country case, are made to 2025 (Annual Energy Outlook, 2004). The
International Energy Agency makes world energy and economic projections
out to 2030 (World Energy Outlook, 2004). Such time frames fall far short
of those needed for climate and emissions scenarios.

To circumvent the relative dearth of long-term economic projections,
the IPCC SRES report adopted a scenario approach in which story lines
were developed that sketched in some detail the broad outline of future
world development pathways. These story lines facilitated the selection of
specific targets for economic growth in the year 2100. Four broad families
of scenarios with story lines were developed and code-named A1, A2, B1,
and B2. The A1 and A2 scenarios were characterized by an emphasis on
economic and market forces within a geopolitical landscape of either strong
globalization (A1) or a tendency toward regional development (A2). The
B1 and B2 scenarios instead explored futures that were characterized by a
pronounced value-shift toward environmental protection and sustainability,
with a similar geopolitical dichotomy between globalization (B1) and
regionalization (B2).

Within this framework, target GDP levels (in 1990 U.S. dollars) for the
year 2100 were selected as follows: $550 trillion for the Al family, $250
trillion for the A2 family, $350 trillion for the B1 family and $250 trillion
for the B2 family (Nakicenovi¢ et al., 2000). Similarly, the exogenously
available long-term population projections from the United Nations and
the ITASA were also associated with each family based on the story line
characteristics. The ITASA low fertility rate and low mortality rate projec-
tion was associated with the A1 and B1 scenarios, and the ITASA high-
fertility and high mortality rate projection was associated with the A2
scenario (Gaffin, 1998). The UN medium projection was associated with
the B2 scenario family. Each of the six emissions models used these exog-
enous inputs for the economic and demographic drivers.

Projecting technological evolution, including energy technologies that
dominate emissions, is a similarly challenging undertaking involving con-
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sideration of many factors (Grubler et al., 1999; Nakicenovi¢ et al., 2000;
Schipper, 1996). Integral to such projections is the observation that the
world’s economies and energy systems have been autonomously “decar-
bonizing” for centuries (Nakicenovic¢, 1996; Nakicenovié et al., 1998), that
is, reducing the amount of carbon emitted per unit of economic output,
primary energy produced, or both. This is happening for many reasons
including societal preferences for improved air quality; changes in regional
energy resources; and improvements in technology, energy efficiency, and
productivity. Moreover, structural changes, as the world’s economies move
from preindustrial through industrial and into postindustrial phases, are
leading to a general transition away from agriculture and manufacturing
activities towards more service- and information-based sectors of activity
(Soubottina, 2004). All of these changes contribute to decarbonization.

Long-term technology scenarios applied to emissions implicitly or ex-
plicitly project this decarbonization trend forward in time with varying
rates (Nakicenovié¢ et al., 1998). A further uncertainty is that revolutionary
advances in energy technologies or, alternatively, societal disasters are al-
ways possible, especially over the long term; however, such scenarios were
eschewed in the most recent IPCC SRES report.

Even when long-term projections are available, the context in which
they were developed may not be appropriate for noninterventionist emis-
sions scenarios. Moreover, the emissions driving forces should not simply
be combined in a random manner since fundamental interrelationships
exist between them that may dictate the plausible nature of some combina-
tions. For example, demographic, human welfare, and economic develop-
ment are often seen as linked through various factors.

When the IPAT model is applied to greenhouse gas emissions, analysts
have found it useful to further disaggregate the technology factor into the
product of “emissions per unit of energy” (CO,/E) and “energy per unit of
GDP” (E/GDP). This variant of the IPAT formula is referred to as the
“Kaya” identity (Kaya, 1990). The value added of disaggregating this way
is that the CO,/E factor is conveniently thought of as the carbon or green-
house gas intensity of the energy system within a country, closely reflecting
the fuel systems in use. The E/GDP can be thought of as the energy intensity
of that economy. Because of persistent decarbonization, CO,/E and E/GDP
have declined for most economies and have been declining for perhaps two
centuries (Nakicenovié, 1996). For detailed modeling, structural models for
the explicit energy, technological, economic, and demographic forces in-
volved, developed for disaggregated regions, are preferable. Two broad
categories of structural models are macro-economic, or “top-down,” mod-
els (Nordhaus, 1993) and systems engineering, or “bottom-up,” models
(Nakiéenovi¢ et al., 2000). Top-down models focus on developing large-
scale economic production functions involving capital stock, labor produc-
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tivity, and broad-scale technological change. The production function re-
quires decision variables for investment and savings rates. The model seeks
an optimal economic growth rate that maximizes utility. The strength of
these models is their treatment of the interactions of the economy as a
whole. Their weakness is the lack of explicit simulations of energy tech-
nologies. In contrast, bottom-up models focus more explicitly on the energy
technologies in use. They include details about primary and secondary
energy production, distribution, and end-use consumption, seeking to bal-
ance energy supply and demand by adjusting energy prices. There are mod-
els that combine the top-down and bottom-up approaches (e.g., Goldstein
and Greening, 1999). In anticipation of its Third Assessment Report (TAR),
the IPCC developed a new set of emissions scenarios. This effort resulted in
the IPCC Special Report on Emissions Scenarios (Nakicenovié et al., 2000),
often referred to as SRES, which is the most recent comprehensive effort at
developing projections of future anthropogenic emissions. The results have
been widely used in the IPCC TAR and other climate modeling applica-
tions. Both top-down and bottom-up modeling approaches are represented
in the SRES (Naki¢enovi¢ et al., 2000). Details on the individual model
components are discussed in the SRES and the source references (deVries et
al., 1994; Morita et al., 1994; Messner and Strubegger, 1995; Edmonds et
al., 1996a,b; Pepper et al., 1998; Mori and Takahashi, 1999).

Since the release of the SRES, emissions scenarios have continued to
evolve. For example, the declines in fertility rates since the SRES have been
incorporated in more recent work, as has the potential for longer human
lifetimes. Another important development is the incorporation of explicit
energy and agriculture technologies in models, bridging the gap between
economics and engineering. Integrated assessment models now routinely
produce scenarios with carbon capture and storage. Some models are now
explicitly modeling advanced transportation technologies such as hydro-
gen, biofuels, hybrids, diesels, and advanced internal combustion engines.
Similarly, some models are now producing scenarios that consider the com-
petition between land uses implied by large-scale development of commer-
cial biomass crops and the interaction between the energy system, land use,
and the terrestrial carbon cycle.

Emissions Scenarios for Short-Lived Compounds

One category of future emissions with particularly high uncertainties is
the shorter-lived compounds, including tropospheric ozone precursors (car-
bon monoxide [COJ, nitrogen oxides [NO, ], methane [CH,], and volatile
organic compounds [VOCs]), sulfur dioxide, carbonaceous aerosols, dust,
and sea salt. Ozone and aerosol concentrations are highly variable over
space and time; thus, the spatial distribution of emissions is important for
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accurately simulating their atmospheric distributions and radiative impacts.
The present-day source inventories for these gases are complex and need
further work.

The IPCC SRES provided estimates for emissions of methane, other
ozone precursors, and sulfur dioxide (precursor for sulfate aerosols), but
not for carbonaceous aerosols, dust, or sea salt (Naki¢enovi¢ et al., 2000).
The SRES paid special attention to sulfur (Grubler, 1998), motivated by the
burgeoning recognition between the IPCC’s First and Second Assessment
Reports of strong radiative forcing of sulfate aerosol (IPCC, 1996). Most of
the SRES effort was devoted to estimating temporal trajectories for large
geographic regions—a significant challenge for 100 years into the future—
and less attention was paid to smaller-scale spatial variability. In the SRES
models, future emissions of species with poorly inventoried sources were
often estimated using simple relationships to aggregate energy (e.g., propor-
tional to fossil fuel combustion), economic indicators, and sector-specific
activities (e.g., agriculture). Providing more detailed spatial projections for
short-lived emissions remains an important challenge for analysts.

To fill the currently burgeoning need for present and future estimates of
black carbon and organic carbon emissions, the IPCC (2001) made nomi-
nal guesses at these emissions by applying poorly known scaling factors to
the SRES CO emissions. Possible future changes in the relative contribu-
tions of biomass and fossil fuel combustion to CO emissions were not
evaluated. IPCC (2001) noted that this could bias estimates of future par-
ticulate emissions if air quality policies target them differently from CO.
Explicit, gridded carbonaceous aerosol emissions scenarios that consider a
range of policy outcomes are needed.

Spatial Variability in Emissions

As a first step in providing spatially resolved emissions, SRES used a
top-down approach. Emissions data were prepared for four large aggre-
gated regions: (1) the Organization for Economic Co-operation and Devel-
opment (OECD) 1990, (2) Asia, (3) Eastern Europe and the former Soviet
Union, and (4) the rest of the world. The six emissions models used in the
SRES each had a more detailed aggregation with 9 to 13 regions; each of
these models subsequently reaggregated the individual regional data to
match the four reporting regions. Results for the four regions are presented
in the final report for all of the long-lived greenhouse gases. For the short-
lived gases, SRES scaled the aggregated projections from the four reporting
regions (SO, used six regions) to a gridded map for 1990. The base-year
emissions map was from the Emissions Database for Global Atmospheric
Research (EDGAR), maintained at the National Institute of Public Health
and the Environment in the Netherlands (Olivier et al., 1996; Van Aardenne
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et al., 2001; see hitp:/larch.rivm.nlfenv/int/coredataledgar/iniro.btml). This
procedure is a reasonable first cut at a complex problem, although it does
not capture temporal trends in the spatial distribution of emissions.

One area for improvement is to include future population change infor-
mation at as high a spatial resolution as possible. The EDGAR database
used 1990 population distribution as a major part of its spatial partitioning
of emissions to a 1° latitude by 1° longitude map (Van Aardenne et al.,
2001). For example, 1990 population density was used to spatially allocate
all fossil fuel emissions from power plants; residential and industrial energy
use; transportation; industrial and domestic biofuel combustion; processing
iron, steel, and cement; and solvent production. By rescaling the base-year
grid, therefore, SRES essentially perpetuates the 1990 world population
distribution throughout the forecast period to 2100. The SRES used 100-
year regional population projections from the UN and the IIASA as one of
the key drivers behind emissions (Gaffin, 1998). However, this does not
rectify the spatially static character inherent in rescaling the 1990 EDGAR
emissions grid because only the reporting region emissions results were
used in the top-down gridding, rather than explicit future population distri-
bution information.

To capture future spatial variability in source emissions better, the
research community should consider more explicit methods, such as bot-
tom-up methods, for including key indicators. For example, population
projections exist nationally out to 2050 from the UN and other sources
(UN, 2002). These national projections should be incorporated in some
fashion into future gridding algorithms for emissions locations. In addition,
there are numerous subnational population projections for major emitting
nations, including the United States (U.S. Census Bureau, 2002) and, re-
cently, China (Toth et al., 2003) and India (Srinivisan and Shastri, 2004).
Subnational projections, although difficult to undertake, would be valuable
for emissions scenarios. Newer sources of remotely sensed data on land use
and anthropogenic activity also provide valuable spatial data. For example,
nocturnal lighting data are of high quality and can be closely correlated to
a number of anthropogenic indicators including emissions (Elvidge et al.,
1997). Given that many of the emissions sources are poorly quantified,
nocturnal lighting data should be mined for possible improvements in the
inventories. Such data offer alternative spatial baselines upon which pro-
jected grids could be based (Plutzar et al., 2000).

Biogenic VOC Emissions

Volatile organic compounds are important ozone precursors. In addi-
tion to anthropogenic sources, they are emitted by vegetation at a rate that
depends on temperature, radiation, and other factors. Biogenic VOC emis-
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sions are expected to be highly sensitive to climate change, but the depen-
dences are complicated. The dependence on temperature is large, amount-
ing to a doubling of emissions for a 7 K temperature increase (Guenther et
al., 2000). The dependence on solar radiation is weaker and also relatively
well understood. Increasing CO, is known to cause reductions in isoprene
emissions (Sanadze, 1969; Monson and Fall, 1989), although this may be
compensated by increases in the vegetation leaf area index associated with
CO, fertilization. Most uncertain is the response of biogenic VOC emis-
sions to changes in vegetation type, as driven both by anthropogenic land
use and by climate change. Quantifying this effect requires vegetation dy-
namics models, but these are difficult to constrain for future projections.

Lightning NO_ Emissions

Thermal and ionic chemistry taking place in lightning strokes produces
large amounts of NO, from nitrogen (N,) and oxygen (O,). Lightning NO
emissions are likely the most important precursors of ozone in the upper
troposphere (Martin et al., 2002; Li et al., 2004) and also the most uncer-
tain of the major NO, sources (Nesbitt et al., 2000; Tie et al., 2002).
Credible global estimates from the literature range from 2 to 20 Tg of
nitrogen per year (IPCC, 2001). Process studies of lightning emissions based
on flash energies tend to be at the high end of that range (Price et al., 1997),
while estimates constrained by atmospheric observations of nitrogen oxides
and ozone tend to be at the low end (Wang et al., 1998; Martin et al., 2002;
Staudt et al., 2003). Lightning emissions could possibly be greatly enhanced
in populated regions due to high aerosol emissions (Steiger and Orville,
2003).

Dust and Biomass Burning Emissions

Several studies have applied land-use models to estimate past, current,
and future dust emissions (Matthews, 1983; Alcamo et al., 1994; IPCC,
2001; Mahowald and Luo, 2003). Mahowald and Luo (2003) found an 11
percent increase in dust emissions over the last century (from 1900 to 2000)
but predicted a 20 percent decrease in the next century (from 2000 to
2100). Ice core measurements of dust concentrations over the last century
are inconclusive. The projections of future decreases in dust emissions re-
sult from changes in soil moisture and surface winds in arid regions; how-
ever, future human landscape conversion and landscape degradation have
not been included in these projections. Decreases could reduce cooling,
thereby enhancing climate warming trends. More information is needed to
constrain predictions of dust emissions for the twenty-first century and
beyond.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

UNCERTAINTIES ASSOCIATED WITH FUTURE CLIMATE FORCINGS 111

The future of biomass burning emissions is also not well understood.
Current evidence shows increasing rates of biomass burning (Cochrane et
al., 1999). Additional work is in progress to better understand the current
and future sensitivities of biomass burning to biological and societal driving
forces (Lavorel et al., 2005; Spessa et al., 2003).

Climatic Implications of Air Quality Regulations

Emissions of aerosol and ozone precursors are heavily regulated in
developed countries because of their impacts on air quality. These regula-
tions will likely become stronger in the future as air quality standards are
restricted. Control strategies have not yet been developed in a manner that
addresses both air quality and the potential climatic implications of emis-
sions reductions (NRC, 2005).

Controlling emissions that lead to air pollution can have either warm-
ing or cooling effects on climate, as shown in Table 5-1. Regulations target-
ing black carbon emissions or ozone precursors would have combined
benefits for public health and climate (Hansen et al., 2000; Jacobson, 2002).

TABLE 5-1 Responses of Regional Haze and Climate to Reductions in
Emissions of Aerosols and Aerosol Precursors

Reduction in Impact on Impact on

Pollutant Emissions Regional Haze? Aerosol Direct Effect?
50, l 1

NO, Tle T

vOC Tle T

Ammonia (NHj3) \L Td

Black carbon ~L l

Primary organic compounds \L T

Other primary particulate

matter (crustal, metals, etc.) \L T

aDirection of arrow indicates increase (T) or decrease (1), and color signifies undesirable
(red) or desirable (blue) impact; size of arrow signifies magnitude of change. Small arrows
signify possible or small change.

bIndirect effects through clouds and precipitation are highly uncertain. Note that the
extent and possibly the scale of climate impacts for listed pollutants are quite different from
CO; and CHy. Direction of arrow indicates warming (T) or cooling ().

¢No change if little NH3 is available in atmosphere.

dMore accurately, decreased aerosol-induced cooling.
SOURCE: NARSTO (2003).
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BOX 5-1
Implications of Aerosol Forcing for Climate Sensitivity

Greenhouse gas forcing increased by about 2.1 W m=2 since 1860 (Feichter et
al., 2004), and the reported surface warming trend was about 0.6 K (IPCC, 2001).
Some models that have been used to improve understanding of the relationship
between the forcings and climate response have included only greenhouse gases,
which lead to a warming. Others have included greenhouse gases, which lead to
a warming, and aerosols, which lead to a cooling. As a thought experiment, con-
sider two models that accurately simulate the observed temperature trend. Model
A, which does include aerosols, estimates that it took the entire 2.1 W m=2 green-
house gas forcing to produce the 0.6 K warming. On the other hand, Model B
includes aerosols that offset 50 percent of the greenhouse gas warming with cool-
ing. The net forcing increase in Model B is thus only 1.05 W m—2 (50 percent of 2.1
W m~2 contributed by the greenhouse warming). In Model B, it therefore takes only
1.05 W m~2 to produce the observed 0.6 K warming. If aerosol cooling were sud-
denly removed from Model B (e.g., aerosol emissions were significantly decreased
in year 2005 due to their health impacts), it would lead to an additional warming
during the next few decades without any further addition of greenhouse gases.

Methane reductions have been proposed as an effective double dividend for
improving ozone air quality and mitigating climate change (Fiore et al.,
2002). In the case of sulfate and other aerosols having a negative radiative
forcing, reducing aerosol concentrations will likely create a more positive
radiative imbalance and could actually accelerate increases in surface tem-
perature. Because understanding of the effect of aerosols on the hydrologi-
cal cycle and vegetation is still incomplete, it is difficult to predict the total
effect on climate of reducing aerosol emissions.

Stricter regulation of scattering aerosols such as sulfate could also re-
veal potential problems with assumptions in climate models about the mag-
nitude of climate sensitivity. Several modeling studies have attributed the
surface temperature increases observed during recent decades to the addi-
tion of CO, and other greenhouse gases (IPCC, 2001). More recent model-
ing studies that have incorporated aerosols show that aerosol direct and
indirect forcing may have offset as much as 50 to 75 percent of the radiative
forcing due to greenhouse gas increases since preindustrial times. Models
that do not include cooling by aerosols will tend to underestimate climate
sensitivity, which is adjusted to produce the best fit with the observed
radiative forcing and temperature trends (see Box 5-1). This evidence im-
plies a greater possibility that the climate sensitivity for the radiative effects
of a doubling of CO, is in the upper range of the 1.5 to 4.5 K global-
averaged surface warming (Andronova and Schlesinger, 2001; Wigley and
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Raper, 2001; Forest et al., 2002; Gregory et al., 2002; Anderson et al.,
2003a).

SOLAR VARIABILITY

At present, the observational database is too short to detect long-term
solar irradiance trends, nor is it possible to predict future solar activity with
any skill. Empirical evidence suggests that the approximately 11-year activ-
ity cycle of the Sun might be expected to produce future changes in total
solar irradiance of order 1 W m~2 or less. This is the change observed in the
past three solar cycles, two of which are the second and third largest since
1610 (Lean, 2001).

Unknown is whether solar activity will increase or decrease in the
future and how long-term secular changes, if they exist, might evolve. That
current levels of solar activity are at overall high levels, according to both
sunspot numbers and cosmogenic isotopes, suggests that future solar irra-
diance values may not be significantly higher than seen in the contempo-
rary database. A projection of future solar activity based on spectral syn-
thesis of the cosmogenic isotope record confirms that solar activity is
presently peaking and in 2100 will reach levels comparable to those in
1990 (Clilverd et al., 2003). However, projections of combined 11-, 88-,
and 208-year solar cycles suggest that an overall increase in solar activity
from 2000 to 2030 will produce a top-of-the-atmosphere (TOA) climate
forcing of +0.45 W m~2, followed by decreasing activity until 2090 with
climate forcing -1 W m=2 (Jirikowic and Damon, 1994). In contrast, a
numerical model of solar irradiance variability that combines cycles re-
lated to the fundamental 11-year cycle by powers of 2 predicts a 0.05
percent decrease in irradiance during the next two decades (Perry and Hsu,
2000), for which associated climate forcing is —=0.1 W m=2. A lack of
physical understanding of how the dynamo-driven solar activity produces
the competing effects of sunspot blocking and facular brightening cautions
against future predictions, even of 11-year cycle amplitudes.

LAND-USE AND LAND-COVER CHANGE

With continued population growth in the twenty-first century, the con-
version of land into agricultural, urban, and other human uses will continue
and could even accelerate. The dynamics of anthropogenic land-use change
is quite complex and involves socioeconomic forcings and feedbacks
(Lambin et al., 2003; Napton et al., 2003; Sohl et al., 2004), as well as
climate forcings and feedbacks. For example, Figure 5-3 demonstrates how
highway construction and other major infrastructure projects might con-
tribute to change in Brazilian vegetation. The availability of satellite moni-
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Il Future dams

FIGURE 5-3 Left: Existing and planned highways and infrastructure projects in the
Brazilian Amazon: (top) highways and road and (bottom) major infrastructure
projects. “Utilities” are gas lines and power lines, while “channels” are river chan-
nelization projects. Right: Predicted forest degradation by the year 2020 with (zop)
“optimistic” and (bottom) “pessimistic” scenarios. Black is deforested or heavily
degraded, including savannahs and other nonforested areas. Red is moderately
degraded, yellow is lightly degraded, and green is pristine. SOURCE: Laurance et
al. (2001).

toring of land-use change (e.g., Steyaert et al., 1997; Loveland et al., 2000,
2002) for the United States and globally will permit detailed data to be
obtained into the future.

The consequences of future land-use change on the forcing of the cli-
mate system include alterations in the surface albedo, portioning of the
surface net radiation between latent and sensible turbulent fluxes, and trace
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gas and aerosol fluxes. Although understanding of how land-use change
acts as a climate forcing is not as developed as that for greenhouse gas
forcing, a recent review of research on this topic concluded that land-use
change during the twentieth century had well-defined effects on regional
climate (Kabat et al., 2004). In some cases, these regional effects are esti-
mated to be as large as those due to a doubling of CO,. In addition, land-
use change may have possible significant effects on the global climate
through teleconnections. Continued conversion of the landscape is expected
to have a comparable effect in the next century.

The climate forcing of future landscape change on the surface energy
and water budget, and how this effect is transmitted through the atmo-
sphere, has been little studied. Most previous work on future landscapes
has concentrated on how the landscape responds to future climate change
simulated in models (e.g., NAST, 2001) and on surface greenhouse gas
sources or sinks, rather than on how the landscape itself alters climate
through its heat and moisture fluxes (e.g., Snyder et al., 2004).

ABRUPT CLIMATE CHANGE

Abrupt climate changes take place when “the climate system is forced
to cross some threshold, triggering a transition to a new state at a rate
determined by the climate system itself and faster than the cause” (NRC,
2002). Paleoclimate records indicate that abrupt changes have occurred
frequently in the past and at rates high enough that human or natural
systems may have had difficulty adapting. However, efforts to develop
model-based scenarios for future abrupt climate changes are limited by our
lack of understanding of the mechanisms that underlie such changes (see
NRC, 2002, for a full discussion of this issue).

One example is a striking series of abrupt changes in temperature
identified in Greenland ice core records from the last glaciation. Known as
Dansgaard/Oeschger (D/O) cycles, these temperature shifts recur on
millennial time scales. They have been attributed to threshold jumps in
thermohaline circulation (THC), presumably triggered by sudden discharges
of icebergs and freshwater from ice sheets (Broecker, 1997). Temperatures
above the ice cap may have dropped by as much as 8°C, and large parts of
western Europe may have cooled by a few degrees. The recent discovery of
correlatives of D/O cycles in tropical latitudes, however, has raised an
alternative possibility that the underlying mechanism was ocean-atmosphere
interaction in low latitudes (Clement et al., 2000). Some have even argued
that El Nifio cycles of long duration or shifts in the ITCZ (intertropical
convergence zone) might change water vapor export to high latitudes. Such
changes could have amplified or, through impacts on THC, even caused the
D/O variations (Peterson et al., 2000).
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Examples of abrupt change have been identified in the Holocene as
well. Between about 12 and 5 thousand years ago the last phases of
deglaciation led to repeated reroutings of glacial lake meltwater into the
convecting regions of the North Atlantic (e.g., Teller and Leverington,
2004). It has been argued that each of these events weakened the North
Atlantic THC enough to cause abrupt cooling of the northern North Atlan-
tic, Greenland, Iceland, and Europe, perhaps by as much as a few degrees.
Yet proxy data from the northern North Atlantic so far have revealed no
compelling evidence for changes in THC (Keigwin and Boyle, 2000).

Even if, as many assume, threshold behavior in THC is the most likely
cause of abrupt climate change, the processes that lead to such behavior
cannot be quantified. The ways in which the North Atlantic THC interacts
with other oceans is not well known (Whitworth et al., 1999); it is not
certain whether freshwater forcing actually weakens THC under all condi-
tions (Marotzke, 2000). Further, the way in which convective activity is
linked to THC is not fully understood (Marotzke and Klinger, 2000).

An abrupt climate change would have more severe impacts on natural
and human systems than more gradual change. In particular, it could result
in more extremes in climate variables (e.g., heat index, storm intensities and
frequencies). Knowledge of what triggers abrupt climate changes is still
quite limited; more research is needed to determine whether human-caused
increases in greenhouse gases or land-use changes might lead to an abrupt
change. Indeed, past abrupt climate changes have been especially common
when the climate system itself was being altered (NRC, 2002).
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Research Approaches to
Furthering Understanding

revious chapters have covered the current understanding of radiative

forcings, how the forcings have varied over Earth’s history, different

ways to quantify forcings, and critical uncertainties involved in pre-
dicting future forcings. This review of current understanding has illustrated
that significant knowledge of forcings—including knowledge of their
sources, magnitudes, variations, and effects on climate—has been achieved
over the past decades and that there are still many critical unknowns. In this
chapter, the many research approaches for studying forcings are described.
These include observations from multiple platforms (e.g., surface observing
networks, satellite-based remote sensing instruments), laboratory and pro-
cess studies, atmospheric reanalysis and data assimilation, tools to relate
emissions to atmospheric concentrations, “proxy” observations of past
forcings and response, and a variety of climate modeling approaches.

OBSERVATIONS OF RADIATIVE FORCING AND RESPONSE

Robust observations of radiative forcings are critical for improving
understanding of these climate drivers, how they varied in the past, and
how they might change in the future. Current observational approaches
include in situ and surface-based monitoring of greenhouse gases and aero-
sols; satellite-based observations of atmospheric composition, land cover,
and solar variability; and intensive campaigns that utilize aircraft-based
observations with in situ and satellite measurements to study processes in
detail. Observations of climate response, such as surface temperature or
ocean heat content, also provide important information about climate
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forcings. Much of the current understanding of radiative forcing and other
forcing concepts has been obtained from climate models. To improve this
understanding, routine observations of climate forcings will be essential,
both as a record of change in the climate system and as a critical constraint
for climate models.

Long-Lived Greenhouse Gases

The major long-lived greenhouse gases (carbon dioxide [CO,], meth-
ane [CH,], nitrous oxide [N,0O], and halocarbons) are all extensively ob-
served by surface networks such as the National Oceanic and Atmospheric
Administration (NOAA) Climate Monitoring and Diagnostics Laboratory
(CMDL) and the Atmospheric Lifetime Experiment (ALE)/Global Atmo-
spheric Gases Experiment (GAGE). All have sufficiently long lifetimes to be
well mixed in the atmosphere. Their spectroscopy is also well established.
Radiative forcings can thus be assessed with confidence.

There is, however, a strong impetus to improve the observational sys-
tem for these gases in order to constrain inverse model analyses of their
regional budgets. For example, many analyses have used the large-scale
gradients of CO, measured from the surface networks to constrain the
global carbon budget and quantify the terrestrial sink at northern
midlatitudes. However, they have not been successful in determining the
longitudinal distribution of the carbon sink among the three northern mid-
latitude continents. The International Geosphere-Biosphere Programme
(IGBP) TransCom activity (http://transcom.colostate.edu/) has provided a
forum for standardizing and comparing these inverse model analyses, but
model transport errors ultimately limit their ability to exploit the relatively
sparse surface air observations in terms of regionally resolved source and
sink constraints (Gurney et al., 2002).

Better understanding of terrestrial uptake is critically needed for future
projections of CO, concentrations (IPCC, 2001). An extensive network of
CO, flux measurement towers has been deployed worldwide in recent years
and is coordinated through the FLUXNET activity (Baldocchi et al., 2001).
It includes in particular the AmeriFlux network in North America (bttp://
public.ornl.gov/ameriflux/). These measurements provide direct observa-
tions of the terrestrial component of the carbon budget and also the bio-
geochemical constraints needed to interpret these observations. However, it
has not been clear how to integrate them into large-scale inverse model
analyses. The North American Carbon Program (NACP) outlines a strategy
for doing so, involving in particular the use of aircraft observations to scale
up the tower flux observations and providing a linkage to the global obser-
vation network (Wofsy and Harriss, 2002; Denning et al., 2003).

Global mapping of CO, concentrations from space would greatly im-
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prove our ability to constrain carbon sources and sinks in inverse models. It
would pave the way for construction of national carbon budgets, providing
important input for global environmental agreements aimed at mitigating
climate change. The challenge is to deliver a measurement with sufficiently
high precision to be useful for inverse modeling. A precision of 0.3 ppmv
(parts per million by volume) is thought to be necessary (Pak and Prather,
2001; Rayner and O’Brien, 2001). The Orbiting Carbon Observatory
(OCO) satellite instrument, planned for launch in 2007, is expected to
provide this precision (Crisp et al., 2004). It will measure CO, column
mixing ratios with kilometer-scale spatial resolution by solar backscatter in
the 1.58 wm band, with measurements in additional bands to correct for
aerosol and surface pressure effects. Simulations with chemical transport
models sampled along the OCO orbit track suggest that the measurements
should be of great value for constraining carbon fluxes down to a regional
scale (Crisp et al., 2004).

Methane concentrations have increased by a factor of 2.5 since the
eighteenth century, but the rate of growth began to slow in the 1980s and
was close to zero in 1999-2002 (Dlugokencky et al., 2003). The reason for
this slowdown is not clear. Changes in agricultural practices, decreased
natural gas production in Russia, and increasing OH concentrations (re-
ducing the lifetime of methane) may all have contributed (Khalil and
Shearer, 1993; Dentener et al., 2003; Wang et al., 2004). A number of
inverse model studies have been conducted to constrain sources of methane
using long-term observations from the NOAA CMDL network (Hein et al.,
1997; Houweling et al., 1999; Wang et al., 2004), but they do not yield
consistent results. Aircraft observations in continental outflow over the
northwest Pacific have been used recently to constrain Eurasian sources of
methane (Xiao et al., 2004) and halocarbons (Palmer et al., 2003). Satellite
measurements of methane and halocarbons have so far been restricted to
the stratosphere. There has been great interest in using solar backscatter
measurements to constrain the column mixing ratio of methane (Edwards
et al., 1999), but efforts so far have been unsuccessful. Similar to CO,,
satellite observations of methane with sufficiently high resolution would
increase considerably our ability to constrain regional sources.

Ozone

Ozone has a lifetime ranging from days to months in the troposphere
and up to years in the lower stratosphere. Its distribution in the atmosphere
is thus highly variable, in contrast to the long-lived greenhouse gases. Ver-
tical profiles from ozonesondes provide at present the best characterization
of the global distribution of ozone. Their coverage is extensive in the extra-
tropical Northern Hemisphere but relatively sparse in the tropics and the
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Southern Hemisphere. Relatively low sampling frequencies (typically
weekly) and calibration issues have made it difficult to use these observa-
tions to quantify long-term trends of ozone and its vertical distribution, in
both the troposphere and the stratosphere (Logan, 1999). This uncertainty
in ozone trends and our ability to describe them in models is the main
difficulty in quantifying the radiative forcing of ozone in the past and
making projections for the future.

A global climatology of total ozone columns extending back to 1979 is
available from the Total Ozone Mapping Spectrometer (TOMS; see Figure
6-1) and other sensors, and has been used extensively and successfully for
trend analyses (WMO, 2003). A similarly long, although sparser, record is
available for the vertical distribution of ozone down to the lower strato-
sphere from the Stratospheric Aerosol and Gas Experiment (SAGE) and
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FIGURE 6-1 Total column ozone observed on January 25, 2005, by the Total
Ozone Mapping Spectrometer (TOMS) aboard the Earth Probe satellite. SOURCE:
NASA Goddard Space Flight Center.
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other sensors. Most problematic are the tropopause region and the tropo-
sphere, which are of most interest from a radiative forcing standpoint.
Despite these limitations, for this short-lived forcing, unlike for other such
species, chemical transport models are not needed to evaluate the forcing
because of the presence of a reliable, continuous global monitoring net-
work.

The inadequacy of current tropospheric ozone observations for con-
straining global distributions and trends has spurred the concept of an
Integrated Global Atmospheric Chemistry Observation System (IGACO) to
integrate and expand the current observational network (Barrie et al., 2004).
Satellite observations have to play a key role in mapping the global distribu-
tion. There is at present no direct measurement of tropospheric ozone from
space. A number of attempts have been made to constrain tropospheric
ozone columns from a combination of independent measurements of the
total column and the stratospheric contribution, starting from the pioneer-
ing work of Fishman et al. (1990), but there are large uncertainties with
these products even at equatorial latitudes where they are most robust
(Martin et al., 2002). Some attempts have been made to infer tropospheric
ozone columns from solar backscatter measurements, but the results so far
are only qualitative. The Tropospheric Emission Spectrometer (TES),
launched on the Aura satellite in July 2004, will provide the first opportu-
nity for global mapping of tropospheric ozone from space. It will observe
infrared emission of ozone in the nadir and in the limb with line-by-line
resolution (Beer et al., 2001). Algorithm development studies suggest that it
should provide one to two constraints on the vertical profile in the tropo-
sphere with sufficient precision to allow global mapping (Clough et al.,
1995; Bowman et al., 2002).

Aerosols

Observational approaches to better understand aerosol radiative forc-
ing include closure studies, remote sensing from space-based and other
platforms, Lagrangian studies, and surface-based observations, which are
described in more detail below. Until recently, models were needed to infer
the direct forcing. However, recent field campaigns, including the Indian
Ocean Experiment (INDOEX) and the Aerosol Characterization Experi-
ment in Asia (ACE-Asia), have obtained the direct forcing from radiation
budget observations at the surface and the top of the atmosphere (TOA;
Figure 6-2). Regarding direct radiative forcing by tropospheric aerosols,
there are several tests that have been and should continue to be performed
between models and existing observations. These include comprehensive
comparisons against surface concentration measurements, aerosol optical
depth measurements (e.g., AERONET), reflected radiation flux at TOA
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FIGURE 6-2 Direct observations of clear-sky forcing efficiency. The top panel
shows the reduction at the surface due to aerosols as a function of the aerosol
optical depth, while the bottom panel shows the same at the top of the atmosphere.
Surface measurements were obtained with broadband pyranometers and spectral
radiometers, while the TOA measurements were obtained from Clouds and the
Earth’s Radiant Energy System (CERES) radiation budget instruments on board the
Tropical Rainfall Measuring Mission (TRMM) satellite. The values are diurnal
mean values for clear skies and the data are for the Arabian Sea. The figure shows
that the surface forcing is three times the TOA values, both being negative. The
forcing includes both natural and anthropogenic aerosols, and the measured single
scattering albedo is about 0.9 (£0.03). SOURCE: Satheesh and Ramanathan (2000).
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(e.g., Earth Radiation Budget Experiment [ERBE] clear-sky measurements
over oceans), radiation measurements at the surface (e.g., Baseline Surface
Radiation Network [BSRN]), and vertical profiles where available. Long-
term monitoring is essential to understand interannual variations in forcing
by short-lived species. Finally, extracting the indirect effect from observa-
tions, particularly those based on regional and global datasets, may require
one to deal with the response of cloud systems to the thermodynamic
environments that are tied to the polluting particles (Harshvardhan et al.,
2002).

Closure Studies

Closure experiments provide constraints on aerosol radiative proper-
ties. In a closure experiment, an aerosol property is measured in one or
more ways and then calculated from a model based on independently mea-
sured data (Quinn and Coffman, 1998). The objective is to evaluate models
using a collection of independent observed quantities to provide multiple
constraints on the aerosol properties being analyzed. Closure studies of
aerosol direct and indirect effects typically use multiple measurements in a
single atmospheric column at one moment in time to constrain the radiative
forcing. The comparison between the calculated and measured values pro-
vides a test for the reliability of the measurements and the model.

Successful closure experiments have been conducted in a number of
field campaigns including ACE-1 and ACE-2, the Tropospheric Aerosol
Radiative Forcing Observational Experiment (TARFOX), INDOEX, and
ACE-Asia. For example, ACE-1 and ACE-2 provided detailed aerosol char-
acterization that showed good agreement between modeled and observed
optical depth (Quinn and Coffman, 1998; Collins et al., 2000; Redemann
et al., 2000; Russell et al., 2000; Fridlind and Jacobson, 2003; Wang et al.,
2003). Closure experiments were conducted using a collection of vertically
resolved measurements of aerosol size and composition with simultaneous
vertical profiles of spectrally resolved optical depth. Light scattering and
one-dimensional radiative transfer calculations were then used to calculate
the optical depth profile, and these calculated values were compared with
the aerosol size and composition-based calculations of optical depth.

Other closure experiments have provided important constraints on the
direct effect of aerosols on radiation. Collins et al. (2000) thus determined
that multiple aerosol layers in the atmosphere are significant in scattering
light in the troposphere, showing a good correspondence between mea-
sured aerosol concentrations and measured scattering. It appears from these
and other aircraft-based closure experiments that aerosol forcing is well
understood when the column loading and the distribution of aerosol size
and composition have been characterized.
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Integrated Approaches for Obtaining Aerosol Forcing from Observations

Since 1999 there have been several successful efforts to obtain aerosol
radiative forcing information from surface, aircraft, and satellite observa-
tions (e.g., Figure 6.2). The success of these studies clearly illustrates the
need for accurate observations of radiation budget, aerosol optical depth,
and cloud fraction and cloud type at the surface (in selected regions) and
from space. In situ aerosol chemical data from aircraft have been used to
separate anthropogenic from natural forcing. Surface-based aerosol column
optical measurements have been combined with Moderate Resolution Im-
aging Spectroradiometer (MODIS) data for clear skies to obtain aerosol
forcing at the top of the atmosphere (Kaufman et al., 2002). These clear-sky
forcing values provide an important constraint on the closure approaches
described earlier and on climate model simulations of direct aerosol forc-
ing. Integrated approaches have also been very effective in capturing the
effect of aerosols in nucleating more cloud drops and in suppressing pre-
cipitation efficiency. For example, the spectral dependence of cloud
reflectivity measured from space has been used to obtain the effective radius
of clouds (e.g., Coakley et al., 1987; Nakajima et al., 2001). Comparisons
of the effective radius between pristine and polluted clouds have provided
estimates of the global indirect effect, although additional work is needed
to improve the accuracy of these estimates. In situ aircraft observations
have been used to characterize the dependence of cloud drop number den-
sity and effective radius on aerosol number concentration and cloud con-
densation nuclei (CCN) for low clouds (Taylor and McHaffie, 1994;
Gultepe et al., 1996; Pawlowska and Brenguier, 2000; McFarquhar and
Heymsfield, 2001) and high clouds (Sherwood, 2002). Satellite data for
aerosol optical depth and cloud fraction have been used to infer the
semidirect effect (Koren et al., 2004; Kaufman and Fraser, 1997). Major
new insights into the role of anthropogenic aerosols in reducing precipita-
tion efficiency have been obtained by combining satellite data for effective
cloud drop size, precipitation rate (using microwave radiometer and radar),
and aircraft data (Rosenfeld, 1999, 2000).

To exploit the new generation of satellite data for clouds and aerosols
(e.g., the National Aeronautics and Space Administration [NASA] A-Train),
in situ aerosol-cloud observatories are needed in different regions of the
planet (preferably the regions contributing most to anthropogenic aerosol
forcing). This combination of satellite and in situ data will enable us to
address fundamental issues, including the global distribution of black car-
bon; regional statistics of aerosol number concentration, composition, CCN,
and cloud drop distribution; and global distribution of aerosol forcing at
the surface and the TOA.
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Lagrangian Studies of the Indirect Effect

The critical issue in field studies addressing the indirect aerosol effect is
that simultaneous measurements of the aerosol entering the cloud and of
the cloud microphysical characteristics are needed. A Lagrangian sampling
strategy is essential. This approach was tried during ACE-2 with limited
success due to the complexity of regional boundary layer dynamics that
resulted in particularly complex clouds and decoupled mixed layers
(Johnson et al., 2000; Sollazzo et al., 2000). Ship tracks have provided an
opportunity for Lagrangian sampling and yielded evidence that even hydro-
phobic organic compounds may be incorporated in cloud droplets (Russell
et al., 2000).

Surface-Based Observations

Surface sites and ships provide platforms for long-term continuous
measurements. Ground-based experiments have studied the role of cloud-
particle interactions through fog events and showed that chemical composi-
tion is a key factor in determining cloud droplet activation properties
(Noone et al., 1992). Recent studies have shown evidence consistent with
activation of organic particles (Facchini et al., 2000; Decesari et al., 2001;
Ming and Russell, 2004). Additional long-term datasets at surface sites may
provide statistically significant constraints on direct and indirect aerosol
effects. To be most useful, these sites should be coordinated with local
meteorological and air quality observations and should enforce strict proto-
cols for accuracy and cross-site calibrations.

Land-Use and Land-Cover Change

The mechanisms involved in land-atmosphere interactions are not well
understood, let alone represented in climate models. A synergistic approach
combining state-of-the-art models, field observations, and satellite imagery
will be needed to advance our knowledge. Surface properties such as al-
bedo, fractional vegetation coverage, emissivity, soil type, functional plant
type, snow cover, and permafrost are examples of land-surface data that
are needed. At the microscale, the use of very-high-resolution large-eddy
simulations and micrometeorological observations from towers and low-
flying, slow aircraft can elucidate some of the fundamental processes affect-
ing the land-surface radiation balance through its interaction with turbu-
lence and heat and momentum fluxes. Ever-increasing computing power
now readily available allows very-high-resolution simulations with large-
eddy simulations, including flow inside tree canopies.

At the mesoscale, land-cover heterogeneity triggers atmospheric circu-
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lations that enhance the heat and momentum fluxes in the atmospheric
boundary layer and seem to increase the production of clouds. These circu-
lations and the resulting cloud types and depths are sensitive to meteoro-
logical conditions and also depend on aerosol concentrations and size dis-
tribution. Satellite images have been key to identifying these types of clouds
(Rabin and Martin, 1995). Yet there is still debate about the frequency of
occurrence and intensity of clouds and precipitation resulting from such
circulations, and their impact on the radiation balance (Weaver and Avissar,
2001; Doran and Zhong, 2002). Field campaigns at the mesoscale, which
could be used to study these processes in more detail, are costly and compli-
cated to perform. An integrated approach is needed involving a combina-
tion of satellite, aircraft, and tower observations. At the global scale, satel-
lite imagery and models become even more important because in situ
observations from ground stations and soundings are extremely limited.
The challenge in modeling land-atmosphere interactions at that scale con-
sists of including physical, chemical, and biological processes that occur at
the microscale but propagate to the global scale through teleconnections.
For example, global models have shown that the intensification of thunder-
storm activity resulting from deforestation in Amazonia can affect precipi-
tation in the U.S. Midwest. To capture these phenomena globally and with
more accuracy, it is necessary to represent the global atmosphere at a very
high resolution, which remains a challenge, even with the computing power
available now. Appropriate parameterizations remain to be developed. Bet-
ter datasets from more accurate and more frequent satellite observations
are essential for the initialization and evaluation of global models.

Satellite MODIS data are promising in this regard because they can be
used to globally monitor the land surface and its changes, seasonally and
over longer time periods (Figure 6-3). The scientific value of MODIS is
discussed in Running et al. (2004), Townshend and Justice (2002), and
Schaaf et al. (2002). This instrumentation can be related to the longer-term
measurements from the Advanced Very High Resolution Radiometer
(AVHRR) and Landsat satellites as a monitor of land-use change and veg-
etation dynamics across several decades. Other satellite platforms to moni-
tor land cover are reported in Bartalev et al. (2004) and include visible,
infrared, and microwave wavelength sampling.

Field campaigns provide a complementary method to advance under-
standing of land surface processes. Campaigns such as BOREAS (for the
boreal forest region of Manitoba and Saskatchewan), FIFE (for a 15 km by
15 km area in east-central Kansas), and others are summarized in Kabat et
al. (2004). Such regionally specific programs permit the ground truthing of
satellite data and provide higher spatial and temporal resolution.
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FIGURE 6-3 Observations of the land cover in the Great Lakes region of the
United States and Canada, obtained by the Moderate Resolution Imaging Spectro-
radiometer (MODIS) instrument aboard the Terra satellite. The top image was
acquired on December 26, 2003, and the bottom image was acquired on September
16, 2002. SOURCE: NASA.
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Solar

Space-based solar monitoring over the past 25 years covers more than
two solar activity cycles and has established, unequivocally, the variability
of the Sun’s brightness at all wavelengths. Irradiance observations during
the indefinite future are essential to quantify solar radiative forcing. Obser-
vations over only 2.5 cycles are insufficient to characterize the extremes of
solar cycle irradiance variability or to detect speculated longer-term irradi-
ance changes.

The extant record of total solar irradiance is compiled from observa-
tions made by half a dozen individual radiometers, cross-calibrated to ac-
count for individual absolute uncertainties and instabilities. Measuring so-
lar irradiance with sufficient accuracy and repeatability to record true
variability is a challenging radiometric task. The measurements must be
made from absolute, electrically self-calibrating radiometers on space-based
platforms. Significant drifts in instrument sensitivity can arise from changes
in the space environment (solar exposure, thermal drifts, spacecraft point-
ing, power instabilities) and in optical and electrical components. These
instabilities must be carefully removed from the radiometer signals.

Future observations of solar radiative forcing must address these chal-
lenges. Continuous, overlapping observations by multiple space-based radi-
ometers are required. The overlap must be sufficiently long (of order one
year or more) to provide the radiometric cross-calibration able to sustain
the required long-term measurement accuracy. The cross-calibration must
account for both the overall absolute level (typically traceable to uncertain-
ties in the area of the primary aperture) and differences in temporal behav-
ior (arising from instrumental drifts from many sources, but especially from
solar exposure). The reliance of solar forcing observations on overlapping
measurements will be alleviated only when absolute uncertainties are re-
duced by more than an order of magnitude relative to existing capability.
Only then will benchmark measurements traceable to absolute standards be
possible. Current expectations are that a new generation of phase-sensitive
detection radiometers, the first of which is currently flying on the Solar
Radiation and Climate Experiment (SORCE) mission, can achieve absolute
accuracies of 0.01 percent. But this will have to be demonstrated by careful
measurement validation and interpretation since the most recent SORCE
measurements differ by 4 W m=2 (0.3 percent) from the historical database.
This significant discrepancy motivates detailed scrutiny of all past and
current radiometric observations so as to better identify and quantify
sources of uncertainty in future measurements.

Future measurements of solar radiative forcing require not only mea-
surements of total (spectrally integrated) irradiance but also simultaneous
and self-consistent characterization of the spectrum of irradiance variabil-
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ity, which is strongly wavelength dependent. This is necessary because the
multiple processes involved in solar radiative forcing are strongly wave-
length dependent. SORCE observations capable of monitoring solar spec-
tral irradiance from 0.2 to 2 um have now begun. This continues the
database of ultraviolet (UV) irradiance acquired by the Upper Atmosphere
Research Satellite (UARS) since mid-1991 and commences a new, high-
precision database of spectrally resolved irradiance observations, 25 years
after the initiation of the total solar irradiance record.

The immediate challenge is to secure observations of both total and
spectral irradiance that can connect the current measurements from SORCE
(launched in 2002) with the eventual operational monitoring by the Na-
tional Polar-orbiting Operational Environmental Satellite System
(NPOESS). Current plans identify only total solar irradiance measurements
during the intervening period. Once NPOESS has commenced observing
solar radiative forcing, the challenge will be to obtain the necessary overlap
of successive instruments. Current plans for the operation of the NPOESS
spacecraft do not specify the needed (or any) overlap so that the long-term
record may be jeopardized. A further issue is the probable lack of multiple
observations of solar irradiance. Much has been learned in the past 25 years
from comparison of independent radiometers at different stages of instru-
mental aging (and solar exposure). Multiple observations also provide cru-
cial insurance against losing the entire long-term forcing record

Ocean Heat Content

Measurement of the ocean heat content provides an integrated method
to monitor the radiative imbalance (Piexoto and Oort, 1992). This is be-
cause the ocean is the dominant heat storage location in the climate system
(Levitus et al., 2000, 2001). The Argo network of ocean floats and satellite
observations of ocean altimetry have been used to estimate trends in ocean
heat content (Levitus et al., 2000, 2001; Willis et al., 2003). There is a need
to better assess the frequency and the spatial coverage of ocean heat changes
that are required to accurately determine the radiative imbalance on the
order of tenths of a watt per square meter (e.g., Levitus et al., 2000, 2001).
In addition, the data have to be evaluated in the context of radiative imbal-
ance since 1995.

One possible approach for improving knowledge of past changes in
oceanic heat content is to use ocean general circulation models (GCMs) to
interpolate missing subsurface information in past decades from the in-
creasingly sparse ocean measurements available back in time. Such ocean
reanalysis projects are currently in their infancy (e.g., Carton et al., 2000).
Another approach involves the use of sea level measurements to infer past
changes in oceanic heat content. Such measurements are available both
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from modern satellite altimetry measurements, such as TOPEX/Poseidon
data, that span roughly the past decade and sparser but longer-term tide
gauge networks (Nerem and Mitchum, 2001). In order to infer ocean heat
content changes from sea level estimates, however, one must make poten-
tially restrictive assumptions regarding the thermal contributions to ocean
heat content changes versus contributions from changes in continental run-
off and glacial melting.

Metrology

Radiative forcings on climate have some overarching characteristics.
They occur on intermediate to long timescales (longer than annual) that
exceed the typical duration of the programs and systems that monitor them,
and they involve the absorption, scattering, emission, and redistribution of
electromagnetic radiation in the form of photons with a wide range of
wavelengths and fluxes.

Because climate timescales are long, observations of radiative forcings
and effects must be planned and maintained for the indefinite future. To
secure real long-term changes and trends, the relevant geophysical quanti-
ties must be determined with a level of uncertainty (accuracy) that is signifi-
cantly smaller than the expected changes. Thus far, the approach to achieve
this relies on overlapping successive measurements to cross-calibrate their
absolute uncertainties, which typically exceed the expected change. For
example, total solar irradiance varies by about 0.1 percent from the mini-
mum to the maximum of the 11-year solar cycle, but individual radiometers
have absolute uncertainties of only 0.2 percent. A composite irradiance
record is thus possible only by cross-calibrating individual radiometers
(Frohlich and Lean, 2002), taking into account as well the effect of sensitiv-
ity drifts and environmental (e.g., space platform) influences on their long-
term repeatabilities (also called long-term precision or relative accuracy).
This situation is equally true for the tropospheric temperature record con-
structed from observations made by Microwave Sounding Units (NRC,
2000). Questions remaining about the reliability of these long-term com-
posite records undermine the certainty with which the parameters are
known.

A secure long-term database of radiative forcings and effects requires
that the accuracies of the geophysical parameters ultimately be tied to
irrefutable absolute standards that are tested and validated in perpetuity for
uncertainty and repeatability. Also essential is a requirement that total
forcing be documented along with the forcing due to individual compo-
nents. Anderson et al. (2003a) point out that the uncertainty in net forcing
is much greater than the forcing due to an individual forcing agent. Bench-
mark measurements of radiative forcings and climate parameters are needed
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immediately to provide records of absolute values for all time of a number
of carefully selected observables that define climate forcings and climate
responses. Since radiative forcings and climate responses are highly wave-
length dependent, high spectral resolution is needed to isolate the spectral
signatures of the relevant processes and components. This produces addi-
tional challenges since accuracy and calibration difficulty increases as spec-
tral resolution increases (stray light, instrument profile function, wave-
length calibration, signal to noise, matching to available standards). Key
parameters for which benchmark measurements are crucial include among
others sea level altimetry, solar irradiance, global positioning system (GPS)
index of refraction, ozone and CO, concentrations, and spectrally resolved,
absolute radiance to space.

Establishing and validating the accuracy and precision of a geophysical
quantity involves tracking instrument calibrations from the laboratory to
deployment and throughout mission lifetimes to reduce systematic errors
on orbit. This requires considerable additional effort and commitment to
an experimental strategy designed to reveal systematic errors and drifts
through independent cross checks, open inspection, and continuous inter-
rogation. It involves simultaneous observations of related and similar quan-
tities using both similar and differing radiometric techniques. Regular cali-
brations are needed, for example, using the Sun, Moon, known land scenes,
or on-orbit sources or detectors. Since the forcings and responses that
determine any one particular climate state involve a distribution about a
mean, the ensemble must be properly characterized and quantified so that
changes in the mean can be identified reliably. Ultimately, the specification
of the forcings and responses must be integrated to test climate forecast
models.

Achieving radiometric accuracy and traceability requires new programs
and techniques to advance the current state of metrology and transfer these
advances to the determination of radiative climate forcings and effects. This
has motivated an alliance of NPOESS and the National Institute of Stan-
dards and Technology (NIST), but there is a need to accord this a high
priority with sufficient time and funds. It is unlikely that many of the
climate variables measured by NPOESS will be directly traceable to an
absolute standard. A recent NIST workshop (Ohring et al., 2004) to ad-
dress this challenge notes that “measuring the small changes associated
with long-term global climate change from space is a daunting task. Satel-
lite instruments must be capable of observing atmospheric temperature
trends as small as 0.1°C per decade, ozone changes of as little as 1 percent
per decade and variations in the Sun’s output as tiny as 0.1 percent per
decade.” NIST is developing new facilities to meet the metrology challenges
of future climate-related observations. Of particular relevance is the Spec-
tral Irradiance and Radiance Calibrations with Uniform Sources (SIRCUS),

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

132 RADIATIVE FORCING OF CLIMATE CHANGE

which has the ability to characterize and calibrate radiometric instruments
with spectrally pure sources of differing flux levels over a wide range of
wavelengths (ultraviolet to infrared), with detectors tied to cryogenic cavity
radiometers (absolute accuracy 0.001 percent for power measurement) and
apertures measured at NIST.

LABORATORY AND PROCESS STUDIES FOR AEROSOLS

Key uncertainties in the composition and properties of aerosol particles
and their role in clouds require measurements and models under controlled
conditions. Laboratory and process studies are needed to resolve these
questions by four types of measurements. First, measurement of the compo-
sition and thermodynamic properties of organic and inorganic components,
together with development of intelligent parameterizations of these proper-
ties, is necessary to describe the properties of individual particles. Second,
measurements of spectrally resolved imaginary refractive indices are needed
to determine absorbing properties. The third type of measurement charac-
terizes the morphology and reactivity of particle surfaces. Finally, surface
tension and wettability of organic particles must be measured in order to
predict cloud droplet activation properties.

The thermodynamic properties of organic and some mineral compo-
nents are not well understood. Most particle types show a strong hysteresis
effect between the relative humidity for deliquescence (conversion from
solid to liquid) and the relative humidity for efflorescence (conversion from
liquid to solid). This hysteresis effect is not well characterized in the labora-
tory or in the field, yet it plays a critical role in particle optical properties.
The partitioning of semivolatile organic compounds between the gas and
the aerosol phase also needs to be better determined as a function of tem-
perature and aerosol phase composition.

The optical properties of organic compounds present in aerosols are
poorly known. Much of the existing information is limited to the UV and
driven by the needs of the polymer industry. Very little information exists
for spectrally resolved imaginary refractive indices in the visible spectrum.
Because these measurements are relatively routine but very time-consum-
ing, there has been little interest in the research community in collecting the
required database of optical properties.

The third type of measurement is the reactivity of ambient particles,
given their shapes and structures. Such reactivity may include probabilities
of inorganic and organic reactions that affect particle lifetime, distribution,
and optical behavior. Porosity and surface area strongly determine the rates
and yields of heterogeneous chemical reactions, yet very little is known
about these characteristics for ambient particles.

A fourth property of chemical mixtures that is not well understood for
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pure or mixed organic or inorganic particles is their surface structure and
wetting behavior. Surface tension plays an important role in the indirect
effect of aerosol particles, potentially providing an important determining
factor for the particles to activate. Organic compounds in particles may
significantly alter the efficiency with which particles can serve as cloud
condensation nuclei (Facchini et al., 2000; Feingold and Chuang, 2002;
Ming and Russell, 2004). The transformation timescale from hydrophobic
to hydrophilic states is a seriously uncertain parameter in current models.

ATMOSPHERIC REANALYSIS AND DATA ASSIMILATION

Atmospheric reanalysis involves using models to interpolate observa-
tions in order to construct physically consistent estimates of atmospheric
structure and dynamics. The National Centers for Environmental Predic-
tion (NCEP) Reanalysis (Kalnay et al., 1996) and the European Centre for
Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA-40)
(Bengtsson et al., 2004) are two global analyses that extend across several
decades and will continue into the future. Reanalyses can be used to assess
the change over time of selected space- and time-integrated climate metrics,
such as the 1000-500 mb thickness, the 200 mb heights, tropopause height,
and the 200 mb winds (Chase et al., 2000b; Pielke et al., 2001; Santer et al.,
2003b).

It remains difficult, however, to estimate reliable, small-amplitude
trends from reanalyses (Bengtsson et al., 2004), owing mainly to temporal
variations in input data quantity and quality. Given these heterogeneities in
reanalyses, it is essential to determine the magnitude of trends that must
occur before they can be determined to be statistically significant (Chase et
al., 2000b). The use of metrics that integrate atmospheric structure and
dynamics represents another effective procedure to utilize reanalyses for
trend assessments in that the effect of heterogeneities in the data record may
be reduced. Examples include the thickness between pressure surfaces,
tropopause height, or the vertical wind shear across the troposphere. The
first two provide vertically integrated measures of the warming of the tro-
posphere in response to radiative heating. The third provides an integrated
measure of the horizontal gradient in tropospheric mean temperature.

Future reanalyses should strive for as homogeneous a dataset as pos-
sible to monitor temporal and spatial changes in tropospheric heat content.
This information would be valuable in relating to observed temporal and
spatial changes in ocean heat content. For example, can the atmospheric
reanalyses help explain the observed focusing of ocean warming in the
midlatitudes of the Southern Hemisphere, and will this continue into the
future? Accurate reanalyses can also address the question of whether the
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difference between surface and tropospheric temperature trends is real or a
product of inconsistencies in monitoring.

RELATING CONCENTRATIONS OF GREENHOUSE GASES AND
AEROSOLS TO SOURCES

An important step in understanding human and natural impacts on
climate is relating what is known about sources of greenhouse gases and
aerosols to their observed abundances in the atmosphere. Understanding
this link is especially challenging for those atmospheric species that are
produced in the atmosphere by chemical reactions of precursor species,
have short atmospheric lifetimes, or have a multitude of sources. Two
modeling tools—chemical transport models (CTMs) and inverse models—
have been developed to assist scientists in relating sources to atmospheric
concentrations.

Chemical Transport Model Analyses

Aerosols and ozone have short atmospheric lifetimes and hence inho-
mogeneous atmospheric distributions. Radiative forcing calculations for
these species require global three-dimensional characterization of their con-
centration fields, the evolution of these concentration fields with time, and
correlations with other radiative forcing agents such as clouds and water
vapor. This is generally done with CTM:s that solve the continuity equation
for the species of interest using information on sources, transport, chemical
processes, and deposition. CTM simulations provide the basis for the cur-
rent Intergovernmental Panel on Climate Change (IPCC, 2001) estimates of
the radiative forcings from aerosols and tropospheric ozone. They need to
be improved in the future by assimilating high-density chemical observa-
tions from satellites, using algorithms similar to those presently imple-
mented for meteorological data assimilation. This is already done routinely
for stratospheric ozone (Stajner et al., 2001) and should be extended to
satellite observations of tropospheric ozone and its precursors (including
nitrogen dioxide [NO,], formaldehyde [HCHO], and carbon monoxide
[CO]), aerosol optical depths, and aerosol size distributions (Figure 6-4).
Eventually, chemical data assimilation and the associated CTM calcula-
tions should be done within GCMs and coupled with meteorological data
assimilation. This approach will have the advantage of better accounting
for correlations with clouds and water vapor. It will also resolve the synop-
tic-scale coupling of the radiative effects and the meteorological response,
as well as coupling interactions between aerosol and cloud processes (Koch
et al., 1999; Mickley et al., 1999).

Several elements of stratospheric forcings from changes in ozone and
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MOPITT Carbon Monoxide at 700 mb

March 2000 Septernber 2000

leww high

FIGURE 6-4 Carbon monoxide at 700 mb altitude over South America, as ob-
served by the Measurements Of Pollution In The Troposphere (MOPITT) sensor
flying aboard NASA’s Terra spacecraft, and assimilated into an atmospheric chem-
ical transport model using wind vectors provided by the National Center for Envi-
ronmental Prediction (NCEP). Data for producing the image on the left were ac-
quired on March 3, 2000, when fairly low levels of CO were observed, and for the
image on the right on September 7, 2000, when a large carbon monoxide plume is
seen over Brazil. The generally higher carbon monoxide levels in September are
attributed to South American fire emissions and the transport of carbon monoxide
across the Atlantic Ocean from Southern Africa fires. SOURCE: NASA Goddard
Space Flight Center.
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volcanic aerosols are now very well simulated. In the case of stratospheric
ozone, the resulting stratospheric cooling is an integral component of the
forcing, and the simulated temperature changes match reasonably well with
observations (Ramaswamy and Schwarzkopf, 2002; Schwarzkopf and
Ramaswamy, 2002; Shine et al., 2003). In the case of volcanic aerosols,
models have performed useful comparison exercises (e.g., Pollack et al.,
1993). The 1991 Mt. Pinatubo eruption has provided a number of tests
against which model simulations can be verified. Stratospheric warming
observed after Pinatubo is well simulated by models that employ the de-
tailed spatial-temporal evolution of the particles and incorporate them in a
multiwavelength radiative transfer code within a reasonable GCM
(Ramaswamy et al., 2004). Indeed, the warming resulting from this erup-
tion, the radiative flux comparisons with satellite observations, the cooling
of the troposphere, the change in precipitable water, and the winter warm-
ing in northern high latitudes are all at least qualitatively well simulated,
attesting to a degree of confidence in the working of climate models
(Ramachandran et al., 2000; Ramaswamy et al., 2004; Soden et al., 2002;
Stenchikov et al., 2002).

Global CTM simulations of stratospheric and tropospheric ozone are
now fairly mature (IPCC, 2001). However, great difficulties remain in the
simulation of transport across the tropopause, where ozone has its largest
radiative effect. Most CTMs have excessive cross-tropopause transport of
air (Tan et al., 2004), at least in part because of noise in the vertical winds
induced by the meteorological data assimilation process. In addition, CTMs
tend to greatly underestimate the observed trend of tropospheric ozone
over the past century (Mickley et al., 2001; Shindell and Faluvegi, 2002)
and over the past decades (Fusco and Logan, 2003), suggesting some funda-
mental difficulty in relating tropospheric ozone concentrations to their
sources. Addressing this issue will require focused studies of regional-scale
budgets of ozone and its precursors, as well as improved understanding of
the natural sources of tropospheric ozone precursors including fires, light-
ning, and vegetation.

Global CTM studies of aerosols are still in their infancy. Sources of
radiatively important aerosol types including organic carbon, elemental
carbon, dust, and sea salt are highly uncertain and crudely parameterized.
There are relatively good constraints on emissions of sulfur gases, but
oxidation to form sulfate aerosols takes place principally in clouds and is
thus strongly tied to the simulation of the hydrological cycle (which is
highly uncertain). Loss of aerosols occurs mainly by wet deposition, which
is subgrid scale for global models and thus has to be parameterized. Better
coupling of aerosols with the hydrological cycle is needed; joint data assimi-
lation of aerosol, cloud, and precipitation properties should be pursued in
the future. However, assimilation techniques also have fundamental limita-
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tions (e.g., lack of knowledge on subgrid scales, inadequate diagnoses of
vertical velocities, possible inconsistency between reality and assimilation
model physics) that could have a significant impact, especially on the con-
centrations of short-lived species.

Almost all global CTM studies of aerosols so far have been mass-only
simulations that do not resolve the aerosol size distribution, mixing across
components, or phase. This is evidently problematic for radiative forcing
calculations and, in particular, prevents simulations of the indirect effect
except through loose empirical relationships between cloud droplet number
concentrations and preexisting aerosol mass concentrations (Boucher and
Lohmann, 1995). There is a major computational problem because ac-
counting for aerosol microphysics and allowing for an ensemble of aerosol
mixing states rapidly increases the number of prognostic model variables. It
appears unlikely that this problem will be solved over the next decade by
simple increases in computing resources. Innovative algorithms for simulat-
ing aerosol microphysics are needed, such as the method of moments
(McGraw, 1997) or new sectional approaches (Adams et al., 2003). Better
understanding is also needed of the fundamental processes driving aerosol
microphysics, particularly nucleation.

Inverse Models

The standard way for specifying emission inventories in CTMs uses
“bottom-up” approaches in which knowledge of the underlying processes,
and of the associated emission factors, is parameterized and extrapolated
on the basis of globally available socioeconomic or environmental informa-
tion. The bottom-up approach provides the fundamental tool for ascribing
sources to specific emission processes and for making future projections.
However, there are often large uncertainties in the emission factors and
their extrapolation. One can attempt to reduce this uncertainty with “top-
down” constraints on emissions that combine information on observed
atmospheric concentrations with CTM-derived relationships between con-
centrations and sources. Formal inverse models combine these bottom-up
and top-down approaches by seeking an optimum solution for the emis-
sions that best accommodates the a priori constraints from bottom-up
inventories and information from observations (Kasibhatla et al., 2002).

Global observations from long-term surface-based networks (e.g.,
NOAA CMDL and ALE/GAGE networks) have been used extensively in
inverse model studies of sources for CO, (e.g., Peylin et al., 2002), CO (e.g.
Kasibhatla et al., 2002; Petron et al., 2002), methane (Wang et al., 2004),
and halocarbons (Mahowald et al., 1997). Inverse model studies for CO,
have played a key role in quantifying the terrestrial sink of CO, at northern
midlatitudes. Observations from aircraft campaigns and from satellites are
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presently increasing the scope and possibilities of inverse methods (Arellano
et al., 2004; Palmer et al., 2003; Heald et al., 2004). Variational data
assimilation methods are now being developed to improve the detail in the
characterization of sources enabled by large observational datasets (e.g.,
Kaminski et al., 2002). Future inverse model studies should make use of
available observations of aerosol surface concentrations and optical depths,
as well as the information contained in the observed correlations between
species concentrations, for example, between CO, and CO (Suntharalingam
et al., 2004) or methane and ethane (Xiao et al., 2004). These correlations
can improve the top-down constraints on the sources and also reduce the
errors associated with CTM transport.

CLIMATE FORCING AND RESPONSE OVER EARTH’S HISTORY

A comprehensive database of radiative forcings and effects exists pri-
marily for the past 25 years because many of the relevant observations
require space-based observations. Present in this epoch are two major vol-
canic eruptions (El Chichon and Mt. Pinatubo), a few significant El Nifios
(1983, 1997), and two solar irradiance cycles. The reconstruction of much
longer-term records of forcings and effects is crucial for a broader perspec-
tive.

Empirical analyses of correlations between adopted radiative forcing
histories and climate reconstructions provide exploratory but limited in-
sights into the relative roles of radiative forcings of climate change in the
recent past (e.g., Lean et al., 1995; Mann et al., 1998; Waple et al., 2002).
Correlations of various proxies of climate change and radiative forcings
during the Holocene suggest the influences of solar variability and orbital
motions on a range of climate phenomena including drought (Hodell et al.,
2001), rainfall (Neff et al., 2001), and North Atlantic winds and surface
hydrography (Bond et al., 2001). Other studies characterize the evolution
of variability modes as sources of historical climate change, including the
Arctic Oscillation (Noren et al., 2002) and the El Nifio/Southern Oscilla-
tion (ENSOj; Moy et al., 2002). Another type of forcing response investiga-
tion is the effect of ice sheet changes during the last glacial maximum (e.g.,
Manabe and Broccoli, 19835).

Detailed physical insight into the role of past natural radiative forcing
requires that documented climate reconstructions be compared with model
simulations driven by the actual geophysical forcings. However, some cur-
rent limitations hamper our ability to draw precise conclusions from such
comparisons, even in the recent past. Moderate differences exist, for ex-
ample, between various alternative reconstructions of past hemispheric tem-
perature trends (e.g., Folland et al., 2001; Jones et al., 2001; Mann et al.,
2003; see Jones and Mann, 2004, for a comparison of multiple reconstruc-
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tions). A reduction of uncertainties in these reconstructions, along with a
resolution of differences among competing estimates, is essential to im-
prove knowledge of the precise history of large-scale mean temperature
changes in past centuries, and hence of radiative forcing effects. Such a
resolution is likely to come from the availability of increased high-quality
proxy reconstructions in key regions, particularly in the data-sparse regions
of the tropical oceans and Southern Hemisphere. Improved specification of
physical differences and limitations of various temperature proxies (tree
rings versus boreholes versus corals) is also needed.

There is a broadly consistent view between different climate models
and empirical proxy-based reconstructions of hemispheric mean surface
temperature changes in past centuries. The models indicate that greenhouse
gases explain the observed 0.6°C global surface warming in the past three
decades and that some combination of solar and volcanic forcings is likely
responsible for temperature fluctuations of a few tenths of a degree Celsius
in the preindustrial period (IPCC, 2001). Model and observational studies
suggest that land-cover change may account for some of the surface tem-
perature variation over land (e.g., Kalnay and Cai, 2003; Marshall et al.,
2003).

However, there are also significant differences among the model simu-
lations. These differences arise from a number of sources (see Jones and
Mann, 2004), including (1) differences in the sensitivities of the models to
radiative forcing, which vary by as much as a factor of two; (2) differences
in the reconstructed radiative forcings used to drive the model simulations;
and (3) differences in the way that radiative forcing estimates are repre-
sented in the model. For example, in the case of volcanic aerosols, some
models impose a fixed annual mean TOA radiative forcing simply by chang-
ing the solar constant (Gonzalez-Rouco et al., 2003), while others (e.g.,
Shindell et al., 2003, 2004) specify the forcing on a seasonally, latitudinally,
and vertically resolved basis. It is clear that improved estimates of past
radiative forcing changes and a more organized community-wide effort to
perform a controlled set of simulations using common forcing estimates
could help to resolve these differences.

Spatial patterns of climate change are difficult to compare between
models and observations. The dearth of proxy data over large parts of the
oceans in past centuries restricts the spatial detail available in current proxy-
based reconstructions (Jones and Mann, 2004). Moreover, at regional spa-
tial scales, the role of internal, unforced variability in the climate (which is
intrinsically irreproducible by a forced simulation) is likely to be greater,
and observed variations may be dominated by influences from large-scale
modes of atmospheric circulation such as the North Atlantic Oscillation
(NAO) and ENSO. Although there has been some success in reproducing
past reconstructed changes in model simulations, including an NAO-like
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response to radiative forcing changes, experiments employing fully coupled
land-ocean-atmosphere models to study regional past climate change are
just now under way. It is likely that details of stratospheric dynamics and
chemistry, ocean circulation, vegetation and soil dynamics, and mecha-
nisms of land-ocean-atmosphere coupling are all important in describing
past regional-scale changes in climate. A particular challenge is to quantify
the role of radiative forcings (versus other mechanisms) in effecting coher-
ent climate change in widely separated geographical regions, as is evident in
paleoclimate proxies on multiple and often abrupt timescales (Rial et al.,
2004).

CLIMATE MODELS

Applications of climate models include developing better understand-
ing of processes and predicting future conditions. Compared to simulating
the weather, climate modeling faces the challenges of longer timescales,
ranging from years to centuries and longer. Climate modeling also requires
the accurate simulation of each important component of the climate sys-
tem, including the atmosphere, oceans, land surface, and continental ice
fields, as well as realistic estimates of external forcings (i.e., solar, volca-
noes). Physical, biological, and chemical processes taking place in each of
these components interact with each other across the spectrum of space and
timescales. In simulating future climate, models must take into account
how humans will affect emissions of greenhouse gases and aerosols as well
as modify land use and land cover. Because future human activities are
inherently uncertain, model projections of future climate are typically com-
puted for multiple scenarios of future emissions.

Historical data have been used extensively to evaluate climate models.
The Atmospheric Model Intercomparison Project (AMIP) is an excellent
example of model validation (Gates et al., 1998) based on archived atmo-
sphere and sea surface data. Such model evaluations need to be extended to
encompass the spectrum of important climate forcing effects on such soci-
etally important quantities as water resources, agricultural and natural
vegetation growth, and air pollution. Can skillful forecasts of changes in
these quantities be made as a function of radiative and other climate
forcings? These issues are regional in scale, such that validation of model
process simulation and forecast skill must be completed at these subglobal
scales.

A particular challenge for global climate models is modeling forced
climate change over the last few decades. This is the time period with the
greatest change in well-mixed greenhouse gases as well as the most com-
plete observational datasets. Some studies have found discrepancies be-
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tween the surface and tropospheric surface temperature changes in simula-
tions and observations (Chase et al., 2004), which could be attributed to
deficiencies in either models or observations, or a combination (NRC, 2001;
Christy and Norris, 2004; Mears et al., 2003; Vinnokov and Grody, 2003,
Pielke and Chase, 2004; Fu et al., 2004). Other studies, however, find good
agreement between observations and the model-predicted spatial and verti-
cal fingerprints of radiatively forced climate change in recent decades (Allen
et al., 2000; Stott et al., 2000; Wigley et al., 2000; Barnett et al., 2001;
Santer et al., 2000, 2003a,b; Karoly et al., 2003). Additional evaluations of
the ability of models to reproduce regional and global climate in recent
decades—including tropospheric temperature, ocean heat content, and other
climate variables in addition to surface temperature—should be a major
priority for further quantifying model predictive skill. Models should also
be encouraged to incorporate forward radiance calculations as model diag-
nostics to compare with observed radiances.

In order to narrow down the uncertainties associated with radiative
forcing effects on climate, models have to be improved in many aspects. Of
particular importance is improving the representation of cloud processes,
the coupling between the atmosphere and the land surface and ocean, the
impacts of regional variability in diabatic heating, and the simulation of
regional-scale climate.

Clouds and Microphysics

Uncertainties in relating aerosol to cloud droplet populations seriously
limits our ability to quantify the indirect aerosol effects. To treat cloud
droplet formation accurately, the aerosol number concentration, its chemi-
cal composition, and the vertical velocity on the cloud scale need to be
known. Abdul-Razzak and Ghan (2000) developed a parameterization
based on the Kohler theory that can describe cloud droplet formation for a
multimodal aerosol. This approach has been extended by Nenes and Seinfeld
(2003) to include kinetic effects, that is, considering that the largest aero-
sols do not have time to grow to their equilibrium size. To apply one of
these parameterizations, the updraft velocity relevant for cloud formation
needs to be known. Some climate models apply a Gaussian distribution or
use the turbulent kinetic energy as a surrogate for updraft velocity (Ghan et
al., 1997; Lohmann et al., 1999). Others avoid this issue completely and
use empirical relationships between aerosol mass and cloud droplet number
concentration instead (Menon et al., 2002a). This method is limited be-
cause of the scarce observational database. At present, the relationship can
only be derived between cloud droplet number and sulfate aerosols, sea
salt, and organic carbon; no concurrent data for dust or black carbon and
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cloud droplet number are available yet. Therefore, and because of their
universality, the physically based approaches described formerly should be
used in future studies of aerosol-cloud interactions.

Since the first IPCC assessment, great improvements have been made in
the description of cloud microphysics for large-scale clouds. Whereas early
studies diagnosed cloud amount based on relative humidity, most models
now predict cloud condensate in large-scale clouds. The degree of sophisti-
cation varies from just predicting the sum of cloud water and ice (Rasch
and Kristjansson, 1998) to predicting cloud water, cloud ice, snow, and
rain as separate species (Fowler et al., 1996). Because the aerosol indirect
effect is based on the change in cloud droplet number concentration, some
models predict cloud droplet number concentrations using one of the above-
described physically based aerosol activation schemes as a source term for
cloud droplets (Ghan et al., 1997; Lohmann et al., 1999). There is currently
a great discrepancy in models between the sophisticated treatment of cloud
microphysics in large-scale clouds and their very rudimentary treatment in
convective clouds. Furthermore, there is a mismatch between aerosol acti-
vation and cloud formation in most climate models because cloud forma-
tion relies on a saturation adjustment scheme whereas aerosol activation
relies on a subgrid-scale vertical velocity. Part of this problem will be solved
within the next decade when climate models can be run at higher spatial
resolution and with smaller time steps.

Including Land Surface Models

Changes in land use pose a nonnegligible climate forcing as well. Cli-
mate models are just beginning to include detailed land surface models that
are coupled to the simulation of the atmosphere. Also, carbon-cycle feed-
backs have been shown to be very important in predicting climate change
over the next century (e.g., Schimel et al., 2001; Jones et al., 2003). One
important question is whether the terrestrial carbon cycle becomes a net
source of carbon dioxide during the next century. To address this issue,
vegetation-meteorology-biogeochemical cycle interactions need to be in-
cluded in climate models.

Diabatic Forcing Heterogeneity

A variety of heterogeneous diabatic forcings have been shown to alter
the climate both in the region where this forcing occurs and at large dis-
tances through teleconnections. These forcings include land-cover change
and vegetation dynamics, soil moisture, ocean color, and aerosols (e.g.,
Chung and Ramanathan, 2003; Shell et al., 2003; Claussen et al., 2004).
On the regional scale, there is general agreement on the importance of these

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

RESEARCH APPROACHES TO FURTHER UNDERSTANDING 143

regional forcings on climate as summarized by Kabat et al. (2004). How-
ever, despite the plausible scientific basis as to why teleconnections should
be expected and the analog to ENSO events, the global teleconnections
associated with these regional forcings are not as widely accepted. The
argument against the robustness of the long-range connectivity involves
possible oversensitivity of the climate models that have been used in the
studies and the statistical significance of the results.

To address these comments, climate models with appropriate sensitiv-
ity and resolution should be used to perform experiments with observed
regional anomalies of diabatic forcing, as well as with realistic perturbation
simulations (such as between natural and current landscapes). The results
should be tested statistically to assess the robustness of any differences. Van
den Hurk et al. (2003), for example, conducted three ensembles of five runs
each: the control ensemble used constant global leaf area index (LAI) val-
ues; the second ensemble used seasonally varying LAI fields; and a third
ensemble used the same seasonally varying LAI fields but with a noise term
added. This methodology should be adopted for each of the regional
diabatic forcings. Sufficient computer resources are required for these
computationally expensive integrations.

Simulating Regional Climate

A summary of the current state of regional climate modeling is reported
in Kabat et al. (2004). A major new direction is the dynamic coupling
between the regional atmosphere and land surface and between the atmo-
sphere and oceans (e.g., Eastman et al., 2001a,b). Coupled atmosphere-sea
ice simulations are also being performed. The incorporation of atmospheric
chemistry, including aerosol effects, also needs to be included in this dy-
namic coupling. Matsui et al. (2004), for example, show the sensitivity of
the aerosol effects on cloud and precipitation processes due to environmen-
tal thermodynamic structure. These modeling tools will permit the investi-
gation of the role of regional radiative forcing in altering regional climate as
well as high-spatial-resolution estimates of the ability of regional climate
change and variability to teleconnect to other regions and globally.
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he current global mean top-of-the-atmosphere (TOA) radiative forc-

ing concept with adjusted stratospheric temperatures has been used

extensively in the climate research literature over the past few de-
cades and has also become a standard tool for policy analysis endorsed by
the Intergovernmental Panel on Climate Change (IPCC). It is a useful index
for estimating global average surface temperature change resulting from
changes in well-mixed greenhouse gases, solar irradiance, surface albedo,
and nonabsorbing aerosols. The relative ease of calculating radiative forc-
ing and the associated temperature response has enabled the use of climate
models, simpler versions of those models, and chemical transport models to
investigate the many factors that may influence climate. In short, the TOA
radiative forcing concept still has considerable value and should be retained
as a standard metric in future climate research.

Nonetheless, the traditional radiative forcing concept has major limita-
tions that have been revealed by recent research on nonconventional forc-
ing agents and regional studies. It is limited in its ability to describe the
climate effects of absorbing aerosols, aerosol interactions with clouds,
ozone, land-surface modification, and surface biogeochemical effects. Also,
it diagnoses only one measure of climate change: equilibrium response of
global mean surface temperature. It does not provide information on
nonradiative climate effects, spatial or temporal variation of the forcing, or
nonlinearity in the relationship between forcings and surface temperature
response. Recent extensions of the concept that allow surface temperatures
to adjust have refined the radiative forcing concept to address deficiencies
in the original approach. Although currently applied to global mean condi-
tions, this method could be extended for regional conditions.

144
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The strengths of the traditional radiative forcing concept warrant its
continued use in scientific investigations, climate change assessments, and
policy applications. At the same time, its limitations call for using addi-
tional metrics that account more fully for the nonradiative effects of forc-
ing, the spatial and temporal heterogeneity of forcing, and nonlinearities.
The committee believes that these limitations can be addressed effectively
through the introduction of additional forcing metrics in climate change
research and policy. This chapter provides several recommendations for
extending the traditional radiative forcing concept in the scientific and
policy arenas. It identifies research needed to improve quantification and
understanding of different forcings and their impacts on climate, to better
inform climate policy discussions, and to obtain reliable observations of
climate forcings and responses in the past and future. A large number of
recommendations are provided because many research avenues need to be
explored in order to improve understanding of climate forcings. The recom-
mendations that should be undertaken immediately with high priority are
identified with the < symbol.

EXPANDING THE RADIATIVE FORCING CONCEPT

Account for the Vertical Structure of Radiative Forcing

Recent observations show that radiative forcing calculated at the top of
the atmosphere is not always a good index for changes in surface tempera-
ture. Indeed, the relationship between TOA radiative forcing and surface
temperature is not valid if there is significant variation in the vertical distri-
bution of radiative forcing. For example, the direct radiative forcing of
black carbon and other absorbing aerosols leads to a reduction in surface
heat input while increasing atmospheric heating. Likewise, land-use changes
can modify latent and sensible heat fluxes at the surface. Considering the
surface radiative forcing along with the comparable value at the top of the
atmosphere would enable quantification of the effects of aerosols and other
forcings on the surface energy balance and the net forcing of the atmo-
sphere. It would provide information about the extent to which forcings
affect the atmospheric lapse rate, with implications for precipitation and
mixing.

Associated with expanding the treatment of radiative forcing in this
way are several new research needs. In general, climate models have been
unable to reproduce the vertical distribution of forcing due to aerosols
observed during aircraft campaigns. Nor, in general, do general circulation
models (GCMs) have the needed stratospheric processes to adequately
model volcanic and solar ultraviolet radiation effects. Little research has
addressed how climate response might depend on the vertical structure of
the radiative forcing.
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RECOMMENDATIONS:

% Test and improve the ability of climate models to reproduce the
observed vertical structure of forcing for a variety of locations and forcing
conditions.

% Undertake research to characterize the dependence of climate re-
sponse on the vertical structure of radiative forcing.

% Report global mean radiative forcing at both the surface and the
top of the atmosphere in climate change assessments.

e Develop parameterizations for using surface forcing in integrated
assessment and simple climate models.

Determine the Importance of Regional Variation in Radiative Forcing

The concept of a global mean radiative forcing is an approximation.
Even forcings thought to be fairly uniform, such as solar variability and the
well-mixed greenhouse gases, have seasonal and latitudinal variability.
Other forcings, in particular tropospheric aerosols and landscape changes,
have much more spatial and temporal heterogeneity in their distribution.
Human modifications to landscape and vegetation dynamics have caused
large regional changes in the surface distribution of net absorbed surface
radiation into latent and sensible turbulent heat fluxes. To date, there are
only limited observational and modeling studies of regional radiative forc-
ing and response. Indeed, there is not yet a consensus on how best to
diagnose a regional forcing and response in the observational record.

Regional variations in radiative forcing are likely important for under-
standing regional and global climate responses; however, the relationship
between the two is not well understood. Regional climate responses can
also be caused by global forcings, making it difficult to disentangle the
effects of regional and global forcings. Regional diabatic heating can cause
nonlinear, long-distance communication of convergence and divergence
fields, often referred to as teleconnections. Thus, regionally concentrated
diabatic heating can influence climate thousands of kilometers away from
its source region. Improving societally relevant projections of regional im-
pacts will require a better understanding of the magnitude of regional
forcings and the associated climate response.

RECOMMENDATIONS:

% Use climate records to investigate relationships between regional
radiative forcing (e.g., land-use or aerosol changes) and climate response in
the same region, other regions, and globally.

e Test and improve model simulations of regional radiative forcing
and the surface energy budget using observations from aircraft campaigns,
surface networks, and satellites.
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2

% Quantify and compare climate responses from regional radiative
forcings in different climate models and on different timescales (e.g., sea-
sonal, interannual), and report results in climate change assessments. Spe-
cific focus should be given to

— regions in which forcing could interact with modes of climate
variability (e.g., El Nifio/Southern Oscillation [ENSO], Antarctic Oscilla-
tion, Arctic Oscillation) and result in major teleconnections (e.g., forcing
over the tropical Pacific from biomass burning affecting ENSO and there-
fore drought in the United States, Australia, and other distant regions);

— regions in which there are significant anthropogenic forcings
due to anthropogenic emissions or land-use modifications—for example,
North America and Europe (industrial emissions, reduction in sulfur diox-
ide [SO,] emissions), Asia (black carbon emissions, land-use change), and
the Amazon (deforestation); and

— major geopolitical regions with large anticipated socioeconomic
changes or vulnerability to climate change and variability.

Determine the Importance of Nonradiative Forcings

Several types of forcings—most notably aerosols, land-use and land-
cover change, and modifications to biogeochemistry—impact the climate
system in nonradiative ways, in particular by modifying the hydrological
cycle and vegetation dynamics. Aerosols exert a forcing on the hydrological
cycle by modifying cloud condensation nuclei, ice nuclei, precipitation effi-
ciency, and the ratio between solar direct and diffuse radiation received.
These aerosol forcings are sometimes referred to as thermodynamic forcings
because they affect spatial patterns of diabatic heating. In some cases,
aerosols may be able to modify the hydrological cycle without changing the
global average surface temperature. Other nonradiative forcings modify the
biological components of the climate system by changing the fluxes of trace
gases and heat between vegetation, soils, and the atmosphere; the bio-
geochemistry of vegetation biomass and soils; or plant species composition.
Nonradiative forcings have been shown in a few studies to have first-order
effects on regional and global climate, although the globally averaged im-
pacts are not yet sufficiently quantified to allow a careful comparison with
forcing from greenhouse gases.

No metrics for quantifying nonradiative forcing have been accepted.
Unlike traditional radiative forcing, which can be directly related to surface
temperature, nonradiative forcings are not easily linked to a single climate
variable. No single metric will be applicable to all nonradiative forcings.
Nonradiative forcings generally do have radiative impacts, so one option
would be to compare them by quantifying these radiative impacts. Al-
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though this approach would enable comparisons with traditional radiative
forcings, it would not convey fully the impacts of nonradiative forcings on
societally relevant climate variables, such as precipitation or ecosystem
functioning. Furthermore, quantifying nonradiative forcings in terms of
their radiative effects is not straightforward. Another consideration in iden-
tifying potential metrics for nonradiative forcings is their significant re-
gional variation; any new metrics will have to be able to characterize the
regional structure in forcing and climate response. Further work is needed
to quantify links between regional nonradiative forcing and climate re-
sponse, whether the response occurs in the region, in a distant region
through teleconnections, or globally.

RECOMMENDATIONS:

% Improve understanding and parameterizations of aerosol-cloud
thermodynamic interactions and land-atmosphere interactions in climate
models in order to quantify the impacts of these nonradiative forcings on
both regional and global scales.

% Develop improved land-use and land-cover classifications at high
resolution for the past and present, as well as scenarios for the future.

e Develop parameterizations of terrestrial and marine biogeochemis-
try to investigate the resulting nonradiative forcings.

e Identify suitable climate diagnostics, metrics, and monitoring pro-
cedures for specific nonradiative forcing processes and responses.

ADDRESSING KEY UNCERTAINTIES

Whereas the level of understanding associated with radiative forcing by
well-mixed greenhouse gases is relatively high, there are major gaps in
understanding for the other forcings, as well as for the links between
forcings and climate response. Error bars remain large for current estimates
of radiative forcing by ozone, and are even larger for estimates of radiative
forcing by aerosols. Nonradiative forcings are even less well understood.
The potential for large and abrupt climate change triggered by radiative
and nonradiative forcings needs to be explored. The following recommen-
dations identify critical research avenues for addressing these key uncer-
tainties.

Reduce Uncertainties Associated with Indirect Aerosol Radiative Forcing

The interactions between aerosols and clouds can lead to a number of
indirect radiative effects, which arguably represent the largest uncertainty
in current radiative forcing assessments. In the so-called first indirect aero-
sol effect, the presence of aerosols leads to clouds with more, but smaller
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particles; such clouds are more reflective and therefore have a negative
radiative forcing. These smaller cloud droplets can also decrease the pre-
cipitation efficiency and prolong cloud lifetime; this is known as the second
indirect aerosol effect. The so-called semidirect aerosol effect occurs when
absorption of solar radiation by soot leads to an evaporation of cloud
droplets. The IPCC Third Assessment Report gave an estimated range for
the radiative forcing associated with the first indirect aerosol effect (0 to
-2 W m~2); this range was larger than the uncertainty attributed to any of
the other forcings, reflecting in large part the very low level of scientific
understanding. Potential magnitudes of the second indirect effect and the
semi-direct effect were not estimated in the report.

A number of research avenues hold promise for improving understand-
ing of indirect and semidirect aerosol effects and better constraining esti-
mates of their magnitudes. These include climate modeling, laboratory mea-
surements, field campaigns, and satellite measurements. To improve the
representation of the indirect effect in climate models, fundamental re-
search is needed on the physical and chemical composition of aerosols,
aerosol activation, cloud microphysics, cloud dynamics, and subgrid-scale
variability in relative humidity and vertical velocity.

RECOMMENDATIONS:

e Conduct integrated and comprehensive field investigations to quan-
tify indirect aerosol radiative forcings—for example, in closure experiments
with redundant observational and modeling studies.

e Enhance the value of information derived from satellite instru-
ments with targeted field campaigns and greater support for analysis of
long-term surface records.

% Improve understanding and parameterizations of the indirect aero-
sol radiative and nonradiative effects in GCMs using process models, labo-
ratory measurements, field campaigns, and satellite measurements.

e Report the different indirect aerosol radiative forcings in climate
change assessments and provide better estimates of the associated uncer-
tainties.

Better Quantify the Direct Radiative Effects of Aerosols

Aerosols have direct radiative effects in that they scatter and absorb
radiation. Knowledge of direct radiative forcing of aerosols is limited to a
large extent by uncertainty in the global distribution and mixing states of
the aerosols and by the role of different sources in contributing to atmo-
spheric concentrations. Mixing states have major implications for aerosol
optical properties that are not well understood and are difficult to param-
eterize in climate models. Another factor of uncertainty in representing
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aerosol direct radiative forcings in climate models is the small-scale vari-
ability of humidity and temperature, which has a major impact on aerosol
optical properties. Describing the rapid growth of particles as humidities
approach 100 percent is a particular challenge. Radiative transfer models
relating aerosol columns and optical properties to the corresponding radia-
tive forcing are thought to be relatively mature but must be tested further
with field closure studies that provide multiple constraints for the models
for a range of environments.

Assessments of past and future radiative forcings are compromised by
the poor characterization of aerosol sources and sinks. Many natural and
anthropogenic mechanisms of aerosol production are not understood: Their
variability with future changes in population, technology, and climate can-
not be accurately predicted. This finding is especially true for sea salt, dust,
biomass burning, and the sources of carbonaceous aerosol. Removal of
aerosols from the atmosphere occurs mainly by wet deposition, but model
parameterizations of this process are highly uncertain and rudimentary in
their coupling to the hydrological cycle.

RECOMMENDATIONS:

e Improve understanding of the global distribution of aerosols and
their relationship to sources using data assimilation and inverse modeling
approaches.

e Improve understanding of the radiative forcing of aerosols by di-
rect measurements of radiative fluxes at the surface and TOA, vertical
profiles of aerosols, their scattering and absorption coefficients, and their
hygroscopic growth factors.

% Improve representation in global models of aerosol microphysics,
growth, reactivity, and processes for their removal from the atmosphere
through laboratory studies, field campaigns, and process models.

% Better characterize the sources and the physical, chemical, and op-
tical properties of carbonaceous and dust aerosols.

e Improve estimates of black carbon and organic carbon emissions
for the past (last 100 years) and future (next 100 years), utilizing indicators
beyond static population density.

Better Quantify Radiative Forcing by Ozone

Ozone is a major greenhouse gas. The greatest uncertainty in quantify-
ing this forcing lies in reconstructing the ozone concentration field in the
past and projecting it into the future. Simulations of ozone with chemical
transport models involve complex photochemical mechanisms coupled to
transport on all scales and remain a major challenge, particularly in the
troposphere. The inability of models to reproduce ozone trends over the
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twentieth century is disturbing and suggests that there could be large errors
in current estimates of natural ozone levels and the sensitivity of ozone to
human influence. In the troposphere these errors could relate to emissions
of precursors, heterogeneous and homogeneous chemical processes, and
stratospheric influence. Lightning emissions of nitrogen oxides (NO,) are
particularly uncertain and yet play a major role for ozone production in the
middle and upper troposphere where the radiative effect is maximum.
Transport of ozone between the stratosphere and troposphere greatly af-
fects upper tropospheric concentrations in a manner that is still poorly
understood.

RECOMMENDATIONS:

e Improve knowledge of sources of ozone precursors, including in
particular nitrogen oxide emissions from lightning.

% Improve understanding of the transport of ozone in the upper tro-
posphere and lower stratosphere region and the ability of models to de-
scribe this transport.

e Use observed long-term century trends in ozone concentrations to
evaluate and improve global chemical transport models.

Investigate the Potential for Abrupt Climate Change

Paleoclimate records indicate that climate can change so rapidly and
unexpectedly that human or natural systems may have difficulty adapting.
Such abrupt climate changes take place when “the climate system is forced
to cross some threshold, triggering a transition to a new state at a rate
determined by the climate system itself and faster than the cause” (NRC,
2002). The Earth’s climate has experienced abrupt shifts in temperature
and precipitation during the preindustrial Holocene. Each of these events
appears to have weakened the North Atlantic thermohaline circulation
enough to cause abrupt cooling of the northern North Atlantic, Greenland,
Iceland, and Europe.

The present climate could undergo abrupt changes in the future, not
necessarily by the same mechanisms as in the past. Models imply, for
example, that greenhouse warming may alter the hydrologic cycle enough
to freshen North Atlantic surface waters and shift thermohaline circulation
closer to a threshold. Collapse of parts of the Greenland ice sheet could be
a risk factor as suggested by evidence that meltwater-induced basal sliding
of southern parts of the ice sheet toward the ocean may have begun within
the last decade. Knowledge of what triggers abrupt climate changes is still
quite limited; more research is needed to determine the possible role of
radiative and nonradiative climate forcings, such as human-caused increases
in greenhouse gases or land-use changes. Indeed, past abrupt climate
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changes have been especially common when the climate system itself was
being altered.

The current understanding of abrupt climate change is discussed in a
recent National Research Council report Abrupt Climate Change: Inevi-
table Surprises (NRC, 2002). That report provides more detailed recom-
mendations for research needed to improve our understanding of and abil-
ity to predict possible abrupt changes in the future, including enhanced
research on possible causes of abrupt change. Here, a few recommenda-
tions that pertain specifically to radiative forcing are identified. The com-
mittee notes that the recommended research will require long-term efforts.

RECOMMENDATIONS:

e Investigate the magnitude, spatial patterns, and temporal variation
of radiative forcing that may cause the climate system to cross a threshold
(e.g., shutdown of the thermohaline circulation).

¢ Conduct societal impact studies to investigate the magnitude of
future forcing that would cause a crossing of a threshold in societal vulner-
ability.

e Determine the probability that future radiative and nonradiative
forcings (e.g., reductions in aerosol emissions, continued tropical deforesta-
tion) could induce an abrupt climate change.

IMPROVING THE OBSERVATIONAL RECORD

The most important step for improving understanding of forcings is to
obtain a robust record of radiative forcing variables, both in the past and
into the future. A robust observational record is essential for improved
understanding of the past and future evolution of climate forcings and
responses. Existing observational evidence from surface-based networks,
other in situ data (e.g., aircraft campaigns, ocean buoys), remote sensing
platforms, and a range of proxy data sources (e.g., tree rings, ice cores) has
enabled substantial progress in understanding, but important shortcomings
remain. The observational evidence needs to be more complete both in
terms of the spatial and spectral coverage and in terms of the quantities
measured. Long-term monitoring of forcing and climate variables at much
improved accuracy is necessary to detect and understand future changes.

Advance the Attribution of Decadal to Centennial Climate Change

Carefully attributing past climate changes to known natural and an-
thropogenic forcings provides information on how such forcings may im-
pact large-scale climate in the future. Instrumental records of past climate

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/11175.html

xpanding the Concept and Addressing Uncertainties

RECOMMENDATIONS 153

conditions and of the magnitude of various forcings extend back about 150
years at best. Comparisons of observed surface temperatures with those
simulated using reconstructions of the past forcings have yielded important
insights into the roles of various natural and anthropogenic factors govern-
ing climate change. The shortness of the instrumental record and of accu-
rate monitoring of climate forcings, however, limits the confidence with
which climate change since preindustrial times can be attributed to specific
forcings. Proxy records obtained from ice cores, sediments, tree rings, and
other sources provide a critical tool for extending knowledge of both cli-
mate forcings and climate response further back in history. Improved his-
torical radiative forcing reconstructions will require new understanding of
physical process to better understand the relevance of available historical
observations and their relationship to the actual forcings. For example, in
the case of solar forcing, separate physical connections must be made of the
solar magnetic activity with irradiance and with the near-Earth space envi-
ronment, which modulates galactic cosmic rays that produce cosmogenic
isotopes—the only long-term archive of solar activity and a crucial compo-
nent of long-term Sun-climate research.

The lack of proxy climate data in certain key regions (e.g., large parts
of the tropical Pacific and the extratropical oceans) is a major limitation.
Such regional information is important in evaluating the potential roles of
changes in modes of climate variability, such as ENSO, in past climate
changes. Experiments employing fully coupled land-ocean-atmosphere mod-
els to study regional past climate change are just now under way. For
comparison with model simulations, greater historical knowledge should
be sought for a broad array of climate system parameters including the
hydrological cycle (e.g., droughts, rainfall, streams), modes of variability
(e.g., ENSO, annular modes), land use, the stratosphere, and ozone.

RECOMMENDATIONS:

e Seek greater historical knowledge for a broad array of climate
system parameters including the hydrological cycle (e.g., droughts, rainfall,
streams), modes of variability (e.g., ENSO, annular modes), land use, the
stratosphere, and ozone.

e Improve proxy records of past radiative forcing (e.g., indicators of
solar and volcanic forcing).

e Enhance physical understanding of how these proxy records relate
to the forcings (e.g., relationship between solar activity, irradiance, and
cosmogenic isotopes).

e Undertake “data archeology” projects to recover long-term instru-
mental records of climate variables of the past few centuries.

e Continue to develop high-quality, high-resolution (or well-dated,
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lower-resolution) proxy records of past climate change, and synthesize these
data into spatially and temporally resolved reconstructions of climate
change in past centuries to millennia.

% Develop a best-estimate climate forcing history for the past century
to millennium.

% Using an ensemble of climate models, simulate the regional and
global climate response to the best-estimate forcings and compare to the
observed climate record.

Conduct Accurate Long-Term Monitoring of Radiative Forcing Variables

Geophysical quantities relevant to climate forcing should be known
with a level of accuracy that is significantly smaller than the expected
changes. The current approach relies primarily on measurement repeatabil-
ity (precision), using overlapping successive measurements to cross-cali-
brate their absolute uncertainties. The principles described in Karl et al.
(1995) (endorsed in Adequacy of Climate Observing Systems; NRC, 1999)
provide a suitable framework for guiding collection of observations of
radiative forcing and other climate variables. These principles have been
updated in the Strategic Plan for the U.S. Climate Change Science Program
(USCCSP, 2003).

Ultimately, the measurement accuracies of the geophysical parameters
must be tied to irrefutable absolute standards and be tested and validated in
perpetuity. Such benchmark measurements of radiative and other climate
forcings and climate variables are needed immediately. Because the radia-
tive forcings and the climate responses are highly dependent on wavelength,
space-based observations with high spectral resolution are needed to isolate
the signatures of the relevant radiative processes and components. Because
the forcings and responses that determine any one particular climate state
involve a distribution about a mean, the ensemble must be properly charac-
terized and quantified so that changes in the mean can be reliably identified.
Ultimately, the specification of the forcings and responses must be inte-
grated to test climate forecast models.

Observational networks for the detection of long-term changes in cli-
mate variables must be improved. For example, local land-use changes and
vegetation dynamics (i.e., microclimate effects) have been shown for some
long-term climate monitoring sites to result in surface air temperature trends
that are not spatially representative. Photographic and other documenta-
tion of monitoring sites and the surrounding landscape is needed to docu-
ment the integrity of the sites over time.

Surface and tropospheric heat content changes may provide in the
future a robust evaluation of climate changes. Long-term, globally averaged
changes in the heat content of the oceans permit the calculation of the
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globally averaged radiative forcing over the timescale of the averaging pe-
riod. Ocean heat storage changes have been shown to be an essential metric
that climate model simulations must skillfully reproduce. The accurate as-
sessment of concurrent heat storage changes in the atmosphere, land, and
continental glaciers and sea ice would permit the averaging time to be
shorter. Measurements of moist enthalpy can be used to characterize the
heat content in surface air, providing more information about the surface
energy budget than given by surface air temperature alone. A network of
surface stations intended to characterize the surface energy budget could
help better understand and monitor nonradiative forcings, although care
would be needed in determining the siting and density of stations to appro-
priately account for the impact of landscape heterogeneity.

RECOMMENDATIONS:

% Continue observations of climate forcings and variables without
interruption for the future in a manner consistent with established climate
monitoring principles (e.g., adequate cross-calibration of successive, over-
lapping datasets).

% Develop the capability to obtain benchmark measurements (i.e.,
with uncertainty significantly smaller than the change to be detected) of key
parameters (e.g., sea level altimetry, solar irradiance, and spectrally re-
solved, absolute radiance to space).

e Continuously monitor key radiative forcing parameters with high
spectral resolution in order to isolate and understand the physical processes
(e.g., solar spectral irradiance; surface, ocean, and atmosphere radiance to
space), and ensure continuity and radiometric compatibility with existing
and future broadband satellite measurements of shortwave and longwave
irradiance.

e Conduct a comprehensive review and documentation of current
and historical surface observation sites that are used in long-term tempera-
ture monitoring.

% Conduct highly accurate measurements of global ocean heat con-
tent and its change over time.

e Explore the value of creating a network of surface sites that pro-
vide representative monitoring of the surface energy budget.

ADDRESSING POLICY NEEDS

The concept of radiative forcing has clear policy applications. It has
been used by the policy community to compare different forcings and as
input to simple climate models used to consider policy options. Control
strategies designed to address other environmental issues, such as air pollu-
tion or land-use changes, can also impact radiative forcings, a consequence
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that is rarely considered in developing such strategies. One specific concern
is the possibility that reducing aerosol concentrations could enhance radia-
tive warming. In addition, the policy community has focused primarily on
global mean radiative forcing and the associated response in surface tem-
perature. Given the increasing realization of the significance of geographi-
cally dependent climate forcings, the policy community will need new forc-
ing metrics and guidance on how to apply them.

Integrate Climate Forcing Criteria in Environmental Policy Analysis

Policies designed to manage air pollution and land use may be associ-
ated with unintended impacts on climate. For example, aerosol and ozone
have significant impacts on human health, ecosystems, and climate. Emis-
sions of aerosols, aerosol precursors, and ozone precursors are already
regulated in the United States and other industrialized nations. Increasing
evidence of their health effects makes it likely that aerosols will be the target
of further regulations to reduce their concentrations in the future. To date,
these control strategies have not considered the potential climatic implica-
tions of emissions reductions. Regulations targeting black carbon emissions
or ozone precursors would have combined benefits for public health and
climate. However, because some aerosols have a negative radiative forcing,
reducing their concentrations could actually accelerate radiative warming.
Understanding of the effect of aerosols on the hydrological cycle and veg-
etation is still incomplete, making it is difficult to predict the total effect on
climate of reducing aerosol emissions.

The assumptions made about the magnitude of climate sensitivity are
an important consideration associated with regulations that attempt to
reduce aerosols. Several modeling studies have suggested that aerosol direct
and indirect forcing may have offset as much as 50 to 75 percent of the
greenhouse gas forcing since preindustrial times. At the same time, the
IPCC Third Assessment Report and climate modeling studies attribute the
large warming witnessed during the recent decades to the increase of con-
centrations of carbon dioxide (CO,) and other greenhouse gases. These two
findings taken together reveal the possibility that climate sensitivity due to
radiative forcing is in the upper range of the 1.5 to 4.5 K global-averaged
surface warming for a doubling of CO,. This implies that attempts to
regulate air pollution, which would reduce aerosol abundances, could inad-
vertently trigger a strong acceleration of global surface warming in the
coming decades.

Policies associated with land management practices also need to con-
sider their inadvertent effects on climate. The continued conversion of land-
scapes by human activity, particularly in the humid tropics, could have
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complicated and possibly important consequences for regional and global
climate change as a result of changes in the surface energy budget.

RECOMMENDATIONS:

e Improve projections of future emissions of aerosols, aerosol pre-
cursors, and ozone precursors.

e Improve projections of future land-use changes.

% Apply climate models to the investigation of scenarios in which
aerosols are significantly reduced over the next 10 to 20 years and for a
range of cloud microphysics parameterizations.

% Integrate climate forcing criteria in the development of future poli-
cies for air pollution control and land management.

Provide Improved Guidance to the Policy Community

The radiative forcing concept is used to inform climate policy discus-
sions, in particular to compare the expected relative impacts of forcing
agents. For example, integrated assessment models use radiative forcing as
input to simple climate models, which are linked with socioeconomic mod-
els that predict the economic damages from climate impacts and the costs of
various response strategies. This approach has been used to evaluate poten-
tial greenhouse gas emissions control strategies for meeting the Kyoto Pro-
tocol targets, as well as other policy questions. Many simplified climate
models have focused on global mean surface temperature as the primary
climate response to forcings, although more recently they have considered
regional temperature changes and other societally relevant aspects of cli-
mate, such as sea level. It is important that models used for policy analysis
incorporate further complexities in the radiative and nonradiative forcing
concepts, as identified in this chapter. It is important also to communicate
the expanded forcing concepts as described in this report to the policy
community and to develop the tools that will make their application useful
in a policy context.

Many climate policy questions require comparing the climate change
effects of different greenhouse gases, aerosols, and other forcings. The con-
cept of global warming potential (GWP) was developed to address this
need. Application of the GWP concept has been restricted mainly to the
long-lived greenhouse gases. In principle, it could be applied to short-lived
forcing agents such as ozone and aerosols or, more specifically, to the
emissions of their precursors, but there are a number of complicating fac-
tors including (1) the often poorly defined relationship between a precursor
and a radiative forcing agent; (2) the inhomogeneity of the forcing; and (3)
the much shorter time horizons (decades or less) relevant to the radiative
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forcing from these short-lived agents. In addition, the current concept is not
useful for evaluating how the rate of technical transformation, which de-
pends on economic and policy drivers, affects the trade-off between two
greenhouse gases.

For most policy applications, the relationship between radiative forcing
and temperature is assumed to be linear, suggesting that radiative forcing
from individual positive and negative forcing agents could be summed to
determine a net forcing. This assumption is generally reasonable for homo-
geneously distributed greenhouse gases, but it does not hold for all forcings.
Thus, the assumed linearity of radiative forcing has been simultaneously
useful and misleading for the policy community. It is important to deter-
mine the degree to which global mean TOA forcings are additive and
whether one can expect, for example, canceling effects on climate change
from changes in greenhouse gases on the one hand and changes in reflective
aerosols on the other.

RECOMMENDATIONS:

% Encourage policy analysts and integrated assessment modelers to
move beyond simple climate models based entirely on global mean TOA
radiative forcing and incorporate new global and regional radiative and
nonradiative forcing metrics as they become available.

e Devise practical tools to relate new forcing metrics that may be
introduced in the future to simple measures of climate change.

e Explore ways to extend the GWP concept to account for aerosols
and aerosol precursors, regional variation in forcing, and economic and
policy factors that might affect the long-term impact of forcings.

e Provide guidance to policy analysts on how individual radiative
forcings combine to produce a net radiative forcing with an associated
uncertainty.
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Statement of Task

his study will examine the current state of knowledge regarding the

direct and indirect radiative forcing effects of gases, aerosols, land-

use, and solar variability on the climate of the Earth’s surface and
atmosphere and it will identify research needed to improve our understand-
ing of these effects. Specifically, this study will:

1. Summarize what is known about the direct and indirect radiative
effects caused by individual forcing agents, including the spatial and tempo-
ral scales over which specific forcing agents may be important;

2. Evaluate techniques (e.g., modeling, laboratory, observations, and
field experiments) used to estimate direct and indirect radiative effects of

specific forcing agents;

3. Identify key gaps in the understanding of radiative forcing effects
on climate;

4. Identify key uncertainties in projections of future radiative forcing
effects on climate;

5. Recommend near- and longer-term research priorities for improv-
ing our understanding and projections of radiative forcing effects on cli-
mate.
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Glossary and Acronyms

AAO Antarctic Oscillation

Abrupt climate change An abrupt climate change occurs when the climate
system is forced to cross some threshold, triggering a transition to a new
state at a rate determined by the climate system itself and faster than the
cause. (NRC, 2002)

ACE 1 and 2  Aerosol Characterization Experiments
ACRIM Active Cavity Radiometer Irradiance Monitor

Aerosol A colloidal system in which the dispersed phase is composed of
either solid or liquid particles and in which the dispersion medium is some
gas, usually air. There is no clear-cut upper limit to the size of particles
composing the dispersed phase in an aerosol, but as in all other colloidal
systems, it is rather commonly set at 1 um. Haze, most smokes, and some
fogs and clouds may thus be regarded as aerosols. However, it is not good
usage to apply the term to ordinary clouds with drops so large as to rule out
the usual concept of colloidal stability. It is also poor usage to apply the
term to the dispersed particles alone; an aerosol is a system of dispersed
phase and dispersing medium taken together. (American Meteorological
Society [AMS])

AIM  Asia-Pacific Integrated Model

Albedo The ratio of reflected flux density to incident flux density, refer-
enced to some surface. Albedos commonly tend to be broadband ratios,
usually referring either to the entire spectrum of solar radiation or to just
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the visible portion. More precise work requires the use of spectral albedos,
referenced to specific wavelengths. Visible albedos of natural surfaces range
from low values of 0.04 for calm, deep water and overhead Sun, to 0.8 for
fresh snow or thick clouds. Many surfaces show an increase in albedo with
increasing solar zenith angle. (AMS)

ALE Atmospheric Lifetime Experiment
AMIP Atmospheric Model Intercomparison Project

Amphiphilic Of, relating to, or being a compound (as a surfactant) con-
sisting of molecules having a polar, water-soluble group attached to a
water-insoluble hydrocarbon chain; also: being a molecule of such a com-
pound.

AO Arctic Oscillation
AOGCM Atmosphere-Ocean General Circulation Model

ARGO A global array that will eventually include approximately 3000
free-drifting profiling floats that measure the temperature and salinity of
the upper 2000 m of the ocean.

ARM Atmospheric Radiation Measurement
ASF Model Atmospheric Stabilization Framework Model

A-Train A planned satellite formation consisting of two of the major EOS
missions, three Earth System Science Pathfinder missions, and a French
Centre National d’Etudes Spatiales (CNES) mission flying along the same
orbit track and separated by only a few minutes.

AVHRR Advanced Very High Resolution Radiometer

Black carbon (BC) Light-absorbing carbonaceous aerosol, including el-
emental carbon and low-volatility organic compounds.

BLAG (Berner/Lasaga/Garrels) hypothesis Variations in seafloor spread-
ing rates lead to variations in volcanic outgassing and, thus, atmospheric
CO, concentrations.

Bowen ratio The ratio of sensible to latent heat fluxes from the Earth’s
surface up into the atmosphere. Typical values are 5 over semiarid regions,
0.5 over grasslands and forests, 0.2 over irrigated orchards or grass, 0.1
over the sea, and negative in some advective situations such as over oases

where sensible heat flux can be downward while latent heat flux is upward.
(AMS)

BSRN Baseline Surface Radiation Network
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CCN Cloud condensation nuclei
CFC Chlorofluorocarbon

Climate feedback An amplification or dampening of the climate response
to a specific forcing due to changes in the atmosphere, oceans, land, or
continental glaciers.

Climate forcing An energy imbalance imposed on the climate system ei-
ther externally or by human activities.

Climate model A simplified mathematical representation of the Earth’s
climate system.

Climate response Change in the climate system resulting from a climate
forcing.

Climate sensitivity parameter or climate feedback parameter (A) The equi-
librium global mean temperature change (°C) for a 1 W m=2 TOA radiative
forcing. A is typically in the range of 0.3-1.4°C m? W-! in the current
generation of GCMs. Climate sensitivity has played a central role in inter-
pretation of model outputs, in evaluation of future climate changes ex-
pected from various scenarios, and it is closely linked to attribution of
currently observed climate changes. An ongoing challenge to models and to
climate projections has been to better define this key parameter and to
understand the differences in computed values between various models.

Climate system The system consisting of the atmosphere, hydrosphere,
lithosphere, and biosphere, determining the Earth’s climate as the result of
mutual interactions and responses to external influences (forcing). Physical,
chemical, and biological processes are involved in interactions among the
components of the climate system. (AMS)

Coupled Model A class of analytical or numerical time-dependent models
in which at least two different subsystems of Earth’s climate system are
allowed to interact. These subsystems may include the atmosphere, hydro-
sphere, cryosphere, and biosphere. This term is most commonly used for
models of the evolution and interaction of Earth’s atmosphere and ocean.
Coupled (two-way) interaction between different subsystems can be con-
trasted with the class of models in which the evolution of subsystem A is
affected by the present state of subsystem B, but changes in A do not feed
back on the evolution of B itself. (AMS)

CMDL Climate Monitoring and Diagnostics Laboratory

Cryosphere That portion of the Earth where natural materials (water,
soil, etc.) occur in frozen form. Generally limited to the polar latitudes and
higher elevations. (AMS)
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CSM  Climate System Model
CTM Chemical transport model

Direct forcing Climate forcing that directly effects the radiative budget of
the Earth’s climate system. For example, this perturbation may be due to a
change in concentration of the radiatively active gases, a change in solar
radiation reaching the Earth, or changes in surface albedo. Radiative forc-
ing is reported in the climate change scientific literature as a change in
energy flux at the tropopause, calculated in units of watts per square meter
(W m=2); model calculations typically report values in which the strato-
sphere was allowed to adjust thermally to the forcing under an assumption
of fixed stratospheric dynamics.

DSCOVR Deep Space Climate Observatory
DVI Dust veil index
EBM Energy Balance Model

ECHAM GCM based on European Centre for Medium-Range Weather
Forecasting forecast models, modified and extended in Hamburg

ECMWE European Centre for Medium-Range Weather Forecasts
EDGAR Emissions Database for Global Atmospheric Research

Efficacy The ratio of the climate sensitivity parameter A for a given forc-
ing agent to A for a doubling of CO, (E = MAc,). The efficacy E is then
used to define an effective forcing F, = f E.

ENSO El Nifio/Southern Oscillation

EOS Earth Observing System

ERBE FEarth Radiation Budget Experiment
ERBS Earth Radiation Budget Satellite

Evapotranspiration The combined processes, including physical evapora-
tion and transpiration, through which water is transferred to the atmo-
sphere from open water and ice surfaces, bare soil, and vegetation that
make up the Earth’s surface. Over bare soils or the ocean, only physical
evaporation occurs.

FN Freezing nuclei
GCM General circulation model
GCR Galactic cosmic rays

GDP Gross domestic product
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General circulation model A time-dependent numerical model of the at-
mosphere. The governing equations are the conservation laws of physics
expressed in finite-difference form, spectral form, or finite-element form.
Evolution of the model circulation is computed by time integration of these
equations starting from an initial condition. A GCM can be used for weather
prediction or for climate studies. (AMS)

Geological timescale Time as considered in terms of the history of the
Earth. It is divided into geologic eras, periods, and epochs. Depending on
the part of the geologic timescale, increments are as long as tens of millions
of years or as short as hundreds of years. In general, geologic time is more
finely divided closer to the present. (AMS)

Global warming potential (GWP) An index describing the radiative char-
acteristics of well-mixed greenhouse gases that represents the combined
effect of the differing times these gases remain in the atmosphere and their
relative effectiveness in absorbing outgoing infrared radiation. This index
approximates the time-integrated warming effect of a unit mass of a given
greenhouse gas in today’s atmosphere, relative to that of carbon dioxide.

GPS Global positioning system

Greenhouse gases Those gases, such as water vapor, carbon dioxide,
ozone, methane, nitrous oxide, and chlorofluorocarbons, that are fairly
transparent to the short wavelengths of solar radiation but efficient at
absorbing the longer wavelengths of infrared radiation emitted by the Earth
and atmosphere. Trapping of heat by these gases controls the Earth’s sur-
face temperature, despite their presence in only trace concentrations in the
atmosphere. Anthropogenic emissions are important additional sources for
all except water vapor. Water vapor, the most important greenhouse gas, is
thought to increase in concentration in response to increased concentra-
tions of the other greenhouse gases as a result of feedbacks in the climate
system. (AMYS)

GRIP/GISP  Greenland Ice Core Project/Greenland Ice Sheet Project
Holocene epoch  The last 10,000 years of geologic time.

Hygroscopicity The relative ability of a substance (as an aerosol) to ad-
sorb water vapor from its surroundings and ultimately dissolve. (AMS)

IGACO Intergrated Global Atmospheric Chemistry Observation System
ITASA International Institute for Applied Systems Analysis
IMAGE Integrated Model to Assess the Greenhouse Effect

Indirect radiative forcing A climate forcing that creates a radiative imbal-
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ance by first altering climate system components (e.g., precipitation effi-
ciency of clouds), which then almost immediately lead to changes in radia-
tive fluxes. Examples include the effect of solar variability on stratospheric
ozone and the modification of cloud properties by aerosols.

INDOEX Indian Ocean Experiment

Infrared radiation That portion of the electromagnetic spectrum lying
between visible light and microwaves. The wavelength range is approxi-
mately between 720 and 1 um. In meteorology, this range is often further
divided into the solar infrared and terrestrial radiation, with the division
occurring around 4 wm. Dominant absorbers of infrared radiation include
the Earth’s surface, clouds, water vapor, and carbon dioxide. According to
Kirchhoff’s law, these are also good emitters of infrared radiation. (AMS)

IPAT The I = P x A x T framework hypothesizes that environmental
impact (I) is determined by the interacting effects of population size (P), per
capita consumption levels (A, for affluence), and finally the per capita
pollution generated by the technology (T) used to satisfy the consumption
levels.

IPCC Intergovernmental Panel on Climate Change

IR Infrared

ISCCP International Satellite Cloud Climatology Project
LAI Leaf area index

Latent heat The specific enthalpy difference between two phases of a
substance at the same temperature. The latent heat of vaporization is the
water vapor-specific enthalpy minus the liquid water-specific enthalpy.
When the temperature of a system of dry air and water vapor is lowered to
the dewpoint and water vapor condenses, enthalpy released by the vapor
heats the air vapor liquid system, reducing or eliminating the rate of tem-
perature reduction. Similarly, when liquid water evaporates, the system
must provide enthalpy to the vapor by cooling. The latent heat of fusion is
the specific enthalpy of water minus that of ice, and the latent heat of
sublimation is the specific enthalpy of water vapor minus that of ice. (AMS)

LBA Large-scale Biosphere-Atmosphere Experiment in Amazonia
LIP Large igneous province

Longwave radiation In meteorology, a term used loosely to distinguish
radiation at wavelengths longer than about 4 , usually of terrestrial origin,
from that at shorter wavelengths (shortwave radiation), usually of solar
origin. (AMS)
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MARIA Multiregional Approach Resource and Industry Allocation

MESSAGE Model for Energy Supply Strategy Alternatives and General
Environmental Impact

MiniCAM Mini Climate Assessment Model

MODIS Moderate Resolution Imaging Spectroradiometer
MSU Microwave Sounding Unit

MWR Microwave Radiometer

NACP North American Carbon Program

NAM Northern Annular Mode

NAO North Atlantic Oscillation

NASA GISS National Aeronautics and Space Administration Goddard
Institute for Space Studies

NCEP National Centers for Environmental Prediction
NIST National Institute of Standards and Technology
NMVOC Non-methane volatile organic compounds

Nonradiative forcing A climate forcing that creates an energy imbalance
that does not immediately involve radiation. An example is the increasing
flux resulting from agricultural irrigation.

NPOESS National Polar-orbiting Operational Environmental Satellite
System

NRC National Research Council

NWP Numerical Weather Prediction

OCO Orbiting Carbon Observatory

OECD Organization for Economic Cooperation and Development

Optical depth The optical thickness measured vertically above some given
altitude. Optical depth is dimensionless and may be used to specify many
different radiative characteristics of the atmosphere. (AMS)

PBL Planetary boundary layer
PCM Parallel Climate Model
PETM Paleocene-Eocene Thermal Maximum

POLDER Polarization and Directionality of the Earth’s Reflectances
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Projections of climate change An estimate of future climate, typically pro-
duced by a climate model, in response to estimates of future natural and
anthropogenic forcings. Note that most projections consider only a subset
of possible forcings.

Proxy data Data gathered from natural recorders of climate variability
(e.g., tree rings, ice cores, fossil pollen, ocean sediments, coral and historical
data). By analyzing records taken from these and other proxy sources,
scientists can extend understanding of climate far beyond the 140-year
instrumental record.

PSC Polar stratospheric cloud

QBO Quasi-Biennial Oscillation

Radiative forcing See direct radiative forcing; indirect radiative forcing
RCCP Regional climate change potential

RCE Radiative-convective equilibrium

Sensible heat The outcome of heating a surface without evaporating wa-
ter from it. Sensible heat per unit mass can be identified roughly with the
specific enthalpy of unsaturated air, that is, approximately c,,T, where ¢,
is the specific heat of dry air at constant pressure and T is temperature.
Sensible heat is often compared with latent heat, which is the difference
between the enthalpy of water vapor and that of liquid water. (AMS)

Shortwave radiation In meteorology, a term used loosely to distinguish
radiation in the visible and near-visible portions of the electromagnetic
spectrum (roughly 0.4 to 4.0 um in wavelength), usually of solar origin,
from that at longer wavelengths (see longwave radiation), usually of terres-
trial origin. (AMS)

SIRCUS Spectral Irradiance and Radiance Calibrations with Uniform
Sources

Solar insolation ~ The amount of electromagnetic energy (solar radia-
tion) incident on the surface of the Earth, generally expressed in
kW h m=2 day-!. (AMS)

Solar irradiance The amount of solar energy that arrives at a specific
area of a surface during a specific time interval (radiant flux density). A
typical unit is W m~2.

SORCE  Solar Radiation and Climate Experiment

SRES Special Report on Emissions Scenarios produced by the IPCC.
(Nakicenovi¢, 2000)
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SST Sea surface temperature

Stratosphere The region of the atmosphere extending from the top of the
troposphere (the tropopause, located at roughly 10-17 km above the sur-
face) to the base of the mesosphere (the stratopause, located at roughly 50
km above the surface). The stratosphere is characterized by constant or
increasing temperatures with increasing height and marked vertical stabil-
ity. It owes its existence to heating of ozone by solar UV radiation, and its
temperature varies from 85°C or less near the tropical tropopause to roughly
0°C at the stratopause. Although the major constituents of the stratosphere
are molecular nitrogen and oxygen, just as in the troposphere, the strato-
sphere contains a number of minor chemical species that result from photo-
chemical reactions in the intense ultraviolet radiation environment. Chief
among these is ozone, whose presence shelters the underlying atmosphere
and the Earth’s surface from exposure to potentially dangerous UV radia-
tion. (AMS)

TAR IPCC Third Assessment Report

TARFOX Tropospheric Aerosol Radiative Forcing Observational Experi-
ment

Teleconnection (1) A linkage between weather changes occurring in widely
separated regions of the globe. (2) A significant positive or negative correla-
tion in the fluctuations of a field at widely separated points. Most com-
monly applied to variability on monthly and longer timescales, the name
refers to the fact that such correlations suggest that information is propa-
gating between the distant points through the atmosphere. (AMS)

TES Tropospheric Emission Spectrometer

THC Thermohaline circulation

TOA Top of the atmosphere

TOMS Total Ozone Mapping Spectrometer

TOPEX Topography Experiment for Ocean Circulation

Tropopause The boundary between the troposphere and stratosphere,
usually characterized by an abrupt change of lapse rate. The change is in the
direction of increased atmospheric stability from regions below to regions
above the tropopause. Its height varies from 15 to 20 km (9 to 12 miles) in
the Tropics to about 10 km (6 miles) in polar regions. (AMS)

Troposphere That portion of the atmosphere from the Earth’s surface to
the tropopause—that is, the lowest 10-20 km (6-12 miles) of the atmo-
sphere—and the portion of the atmosphere at which most weather occurs.
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The troposphere is characterized by decreasing temperature with height,

appreciable vertical wind motion, appreciable water vapor, and weather.
(AMS)

TSI Total solar irradiance

Twomey effect The increase in cloud albedo due to an increase in aerosol
concentration. For a dynamic forcing that creates a cloud with a given
vertical extent and liquid water content, an increase in aerosol concentra-
tion going into the cloud can result in the formation of a larger number of
smaller droplets compared to an unperturbed cloud. The end result is an
increase in cloud albedo.

UARS Upper Atmosphere Research Satellite
UV Ultraviolet
VEI Volcanic Explosivity Index

Velocity potential A scalar function with its gradient equal to the velocity
vector of an irrotational flow.

VOC Volatile organic compound
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